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Motivation

• sensors and the measurement 

data they generate play an 

important role in smart factories

Sensor Technologies in the Era of

 Smart Factory and Industry 4.0 [1]

• sensor information should be 

understood smoothly between 

different scenarios or factories

• determination and classification 

of these equivalent data features
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Outline

Fundamentals

Conception of Classification System

Implementation of Classification System

Evaluation

Conclusion and Future Work
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ECLASS

Fundamentals

Example of the ECLASS Property

ECLASS-Conceptual-Data Model [2]
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Measurement data taxonomy

Fundamentals

Classification of Sensors [3] Classification of measuring instruments [4]
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Text Classification and transfer learning

Foundamentals

Flowchart of the text classification [5]

Steps in transfer learning [6]
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Foundation Models

Foundamentals

• trained on significant 

quantities of data 

• adapted to a wide 

range of downstream 

tasks.
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Word embedding and Semantic Similarity

Conception of Classification System

Types of word embedding techniques
Semantic similarity score based 

on foundation modelsrepresentation of words in NLP

real-valued vector



1/20/2016University of Stuttgart, IAS 9

Conception System Diagram

Conception of Classification System

Conception System Diagram
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Determination of Dataset

Implementation of Classification System

INTERGER_MEASURE 

RATIONAL_MEASURE 

REAL_MEASURE

7798 terms

measurement data 

collected by sensors

144 terms

Data TypeFilter

Filter

dynamic data

21600 terms
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Determination of Ctategories,Keywords,Foundation Models

Implementation of Classification System

Final Categories and Keywords

Code to use different foundation models

Mechanical: 53

Electrical: 30

Thermal: 33

Magnetic: 8

Acoustic: 20

BERT

RoBERTa

T5
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Concrete Example

Implementation of Classification System

Classification in the 

perspective of 

vectors and 

matrixes
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Evaluation Metrics

Evaluation

• Accuracy

• Precision

• Recall

• F1 score

• Confusion Matrix

Code to plot confusion matrix

Code to generate classification report
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Evaluation Results of BERT

Evaluation

Accuracy, precision, recall, and the F1 score of 

BERT
Confusion Matrix of BERT
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Evaluation Results of RoBERTa

Evaluation

Accuracy, precision, recall, and the F1 score of 

RoBERTa
Confusion Matrix of RoBERTa
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Evaluation Results of T5

Evaluation

Accuracy, precision, recall, and the F1 score of T5 Confusion Matrix of T5
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Results Comparision

Evaluation

Accuracy Precision Recall F1-score

BERT 0.99 0.97 0.99 0.98

RoBERTa 0.93 0.96 0.90 0.92

T5 0.92 0.91 0.93 0.92

Run Time

BERT 17.9 s

RoBERTa 18.3 s

T5 19.4 s

BERT model performs better than 

the other two models 

in this classification task
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Evaluation results in different conditions 

Evaluation

T5 has strong robustness

Factors affecting classification results:

1. Foundation models

2. Determination of dataset

3. Determination of categories

4. Determination of keywords
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Conclusion and Future Work

➢  Conclusion:

• Designed a classification system to classify the measurement data in ECLASS

• Selected datasets, categories and keywords to accomplish classification task

• Evaluated the performance of three foundation models: BERT, RoBERTa and 

T5

➢  Future work: 

• fine-tuning the foundation models

• Increase the number of words in the dataset
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