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Automated generation of Knowledge Graph

Motivation

Natural Language Processing

Natural Texts

(Manuals, articles,

Etc.)

➢ Need for knowledge graph

➢ Meanwhile, minimize human effort
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Property Graph

Knowledge Graph

For instance:

“CP-Storage has a 

storage robot that can be 

used to load or unload 

palettes from 32 selves 

and an operating voltage 

of 230/400 AC”
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Literature research



General Overview

Text to KG

Data 
Sources

Named 
Entity 

Recognition

Ontology 
Matching

Relation 
Extraction

Triple 
Creation

GPT - 
Model

How could the KG be generated?

Approach 1 Approach 2

Approach 3

Prompt 
Engineering

Transformer – based 

model

Large Language Model

Approach Literature

Ontology 

Matching
[1], [2], [3], [4]

Relation

Extraction
[5], [6], [7][8], [9]

Prompt

Engineering
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3 Methods to generate 
KG in detail



Ontology – Based Approach

Text to KG

Data 
Sources

NER

Ontology 
Matching

Triple 
Creation

Approach (1/3)

Consider the example:
“Robotino docks at branch 1”

“Robotino docks at branch 1”

[1], [2], [3], [4]
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Robotino

docks

Branch 1

invokes

Affects



KG generated

Ontology Matching

Text to KG 

Consider the example:
“Robotino docks at branch 1”

Keyword 
extraction

Type 
classification

Triple 
creation from 

ontology

• Robotino 
• docks 
• branch 1

Robotino - Resource 
Dock - action
Branch - Resource

Approach (1/3)

[2]

Robotino

Dock

Branch

Allows execute

affects
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Linguistic – Based Approach

Text to KG

Data 
Sources

NER

Relation 
Extraction

Triple 
Creation

Consider the example:
“Robotino docks at branch 1”

“Robotino docks at branch 1”

Approach (2/3)

Noun Verb Noun

[5], [6], [7]

Robotino Branch 1Docks at
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KG generated

• Consider the example:

“Robotino is at CP-Storage, it moves to branch 1”

Relation Extraction

Text to KG

Coherence 
Resolution

Text 
summarization 
/ normalization 

POS tagging

Triple creation

Maps ‘it’ to ‘Robotino’
Robotino is at CP-Storage, Robotino moves to 
branch 1

Simplifies sentences
Robotino is at Cp-Storage. Robotino moves to 
branch 1

• Robotino – NOUN
• Is - ADP
• Cp-Storage – NOUN
• Branch – NOUN
• moves – VRB
• 1 - NUM

Robotino

CP - Storage

Branch 1

Approach (2/3)

Is at

Moves to
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Proposed Workflow

Combine Approach 1 and Approach 2
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Prompting using GPT model

Text to KG

• The role and goal

• Context

• Objects description

• Callable skills/functions

• Mapping between RESTful

interface and skills/functions

• Other information

• Instruction

• Rules

• Illustrative examples

• Input: [an example of input that the agent gets]

• Output: [an example of output to be generated]

(… multiple examples …)

• Current task:

• Input: [a task]

• Output: 

Services Services

The prompt template for stateless GPT-Agent

……

Approach (3/3)

Pretrained 
based on 
extensive 

data

Prompt

Triple 
Creation

GPT 
Model

[8]
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Results



Comparison of results

Triple Creation

Ontology Approach
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Properties and causal relationships of a component (E.g.: Robotino)

Use case 1: Formal Data Storage
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Querying – Robotino stops use case

Use case 2: Reasoning
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Evaluation



Parameters Ontology Matching Relation Extraction GPT - Prompting

Triples Extracted 28 40 47

correct triples 

(correctness ratio)

20/28 40/40 43/47

False Positive (wrongly 

extracted)

8 2 6

False Negative (failed to 

extract)

24 6 3

Precision 20/28 = 0.7142 38/40 = 0.95 41/47 = 0.8723

Recall 20/44 =  0.4545 38/44 = 0.8636 41/44 = 0.9318 

F1 - score 0.5521 0.9047 0.9010

Comparison of all 3 approaches (Ground truth: 44 triples)

Evaluation 

• Ontology –based approach is limited by the entity classification

• Linguistic approach tries to extract all possible relations but works under the assumption

of one triple per sentence

• GPT creates extra triples by generating text
19



System Overview



Proposed System Diagram

Backbone KG creation

Triple generation and KG enrichment

Application of the KG
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• Summary

• linguistic approach → all possible triples, but not all relevant

• ontology based approach → more relevant results, but limited to the template KG

• GPT Prompt-Engineering → relevant and rich results, but too creative 

• A comprehensive system is developed to automatically generate KG

• Outlook

• Add live sensor data into KG

Summary and Outlook
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Backups



Functional System Design (1/3)

• Robotino moves to CP-Storage and docks itself there.

• The gripper in CP-Storage places the palette on the conveyor belt

• The palette is loaded on to the Robotino and then it undocks itself

Backbone Knowledge Graph
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Backbone KG - Manual

Mapped to ontology

Functional blocks in the code

Functional System Design (1/3)
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Text to KG

• Fleet Manager Manual

• CP Factory

• MES 

• Robotino (Manuals & General info)

• Publications on CP factory

• Robotino wiki

• Wikipedia article

Functional System Design (2/3)
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Relation identification: 

• the verbs are lemmatized 

during text formatting

• A list of verbs (because, 

such, etc.) are identified and 

marked as causal



Filtering – Graph Embeddings

Text to KG
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Filtering – Knowledge graph embeddings

Text to KG

𝑓𝑟 𝑠, 𝑜 =  − 𝑠 + 𝑟 − 𝑜 1/2
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