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• Large Language Models – widely used
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1. Source: https://explodingtopics.com/blog/chatgpt-users#

4

Motivation

Background

ChatGPT:

• Over 100 million Users

• 1.6 billion visits in June 2023
1

• Incorrect Answer Generated
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Research Question

Correctness Confidence

• Use mathematical ways to calculate confidence and 

the errors between confidence and correctness

• Visualization

What is this thesis about?
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• Prompt the models to express their uncertainty in words[1]

• Use log probabilities to estimate confidence

• Use similarity metrics to estimate confidence [2]

• Calculate similarity based on semantic meaning [3]

• Using activation values of hidden layer to predict correctness[4]
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Proxy metrics to estimate the confidence or Correctness

Related Work
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Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between

the Correctness and 

Confidence Ratio

Visualization
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Research Work Pipeline

Davinci-003

LLaMA2-7b

LLaMA2-70b

Use logprobs

• Softmax Normalization

• Simply Average

Prompt the models

• Let the model tell a confidence level

2D, 3D- Bar & 

Histogram

857 single-choice

questions

• Mean Absolute Deviation

T=1
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Dataset Collection

Methodology

Use a Parent 

Dataset

Data Filtering

Remove Repeated 

Questions

Take the 1000 questions 

with highest scores

Using Sentence 

Transformer Model

Scoring all questions 

based on the 

correlation to the field 

of automation 

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization



A labeled dataset with 857 single-choice questions:
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Dataset Collection

Methodology

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization

Question body 4 Options Answer
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Calculate Confidence

Methodology

Two Ways

Use Log 

Probability 

Directly Request 

in Prompt

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization
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Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization
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Calculate Confidence with logprobs(1/2)

Methodology

Response:

“\n”:

“\n”:

“D”:

Request:
(1/2)
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Calculate Confidence with logprobs(1/2)

Methodology

Response:

“\n”:

“\n”:

“D”:

First Situation: “ABCD” among 

the answers

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 =
𝑒−0.016

𝑒−0.016 + 𝑒−4.14 + 𝑒−10.84
= 0.98

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization

(1/2)
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Calculate Confidence with logprobs(1/2)

Methodology

Response:
Second Situation: no “ABCD” 

among the answers

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 =
1

3
(𝑒−0.58 + 𝑒−8.92 + 𝑒−0.01) = 0.52

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization

(1/2)
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Calculate Confidence with logprobs(1/2)

Methodology

Result Table:

• Generate 5 responses for each question

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization

(1/2)



Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization

(2/2)
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Directly Request in Prompt (2/2)

Methodology

Prompt

• Roal and Goal

• Confidence Definition

• Example
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Directly Request in Prompt (2/2)

Methodology

Result Table:

• Generate 1 response for each question

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization

(2/2)



• Mean Square Error
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Error Calculation between the confidence ratio and the correctness

Methodology

• Mean Absolute Deviation

• Root Mean Square

3 Metrics

𝑀𝑆𝐸 = 𝐸𝑞[𝑃𝑀 − 𝐼(𝑎𝑀)]
2

𝑀𝐴𝐷 = 𝐸𝑞 𝑃𝑀 − 𝐼(𝑎𝑀 |

𝑅𝑀𝑆 = 𝐸𝑞[𝑃𝑀 − 𝐼(𝑎𝑀)]
2 

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization
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Confidence Distribution (1/2) of Davinci-003 using logprob

Results and Evaluation

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization(1/2)
Ideal Distribution



7/7/2025University of Stuttgart, IAS 24

Confidence Distribution (1/2) of Davinci-003 using logprob

Results and Evaluation

T=0

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization(1/2)

T=1 T=2

This model is over-confident!
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Confidence Distribution (1/2) of Davinci-003 using logprob

Results and Evaluation

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization(1/2)

Temperature can reduce confidence.
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Confidence Distribution (1/2) of LLaMA2-7b using logprob

Results and Evaluation

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization(1/2)

• This model is not capable of solving questions from the dataset.

• Models with low capacity tends to always be medium-confident.

Normal-

Distribution

T=0
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Confidence Distribution (1/2) of LLaMA2-70b using Prompt

Results and Evaluation

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers
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Ratio

Visualization(1/2)
Ideal Distribution
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Confidence Distribution (1/2) of LLaMA2-70b using Prompt

Results and Evaluation

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization(1/2)

This model is also over-confident.

T=1

With Diversity Control

T=0 T=1

T=2 

With Diversity Control
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Visualized Errors (2/2) of Davinci-003 (Logprob)

Results and Evaluation

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization(2/2)

There exists an optimum temperature between 0 to 1.
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Visualized Errors (2/2) of LLaMA2-70b (Prompt)

Results and Evaluation

Dataset 

Collection

Call Models to

Generate Answers

Calculate Confidence 

of Generated Answers

Calculate Errors between the

Correctness and Confidence 

Ratio

Visualization(2/2)

Temperature has a large 

impact on the errors.
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• All 3 large language models have the problem of being over-confident.

• Temperature can have a great impact on both the confidence and 

correctness and there could exist a temperature, at which the LLM 

perform the best.
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Conclusion and Future Work

• Investigate the optimum temperature for the LLMs.

• Finetune the LLMs to reduce the error between the correctness and 

confidence to get better performance.
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