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Background

Motivation
« Large Language Models — widely used
* IncbatePAnswer Generated
¢ Over 100 million Users
- 1.6 billion visits in June 2023’
University of Stuttgart, IAS 71712025 4

1. Source: https://explodingtopics.com/blog/chatgpt-users#
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Research Question

What is this thesis about?

?

Correctness Confidence

« Use mathematical ways to calculate confidence and
the errors between confidence and correctness

* Visualization

University of Stuttgart, IAS 71712025 6
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Related Work
Proxy metrics to estimate the confidence or Correctness

"choices": [

Prompt the models to express their uncertainty in words[1] Q ¢
}

"text": "Answer: D, confidence: 3’

Zj

Z{f:]_ eZk

Use log probabilities to estimate confidence Q Confidence = softmax(z;) =

Use similarity metrics to estimate confidence [2]

Calculate similarity based on semantic meaning [3]

Using activation values of hidden layer to predict correctness[4]
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Research Work Pipeline

Question OptionA  OptionB  OptionC  OptionD  |Answer |
The wheels and gears of a machine are greased in order to decrease potential en¢ efficiency  output friction D
Which of the following jobs is in the non-basic employment sector? Software eny F-10 pickup t Oil refinery v Parking lot a D
857 Slngle_chc)lce A clean air act must be followed by a web design ¢ hard drive m math class computer prB
. Robots can perform tasks that are dangerous for humans. What is the MAJOR limitation to the use of robots? The assembl The assembl Robots requi Robots must B
Dataset qUestIOnS What is essential for a robot to possess to walk up a flight of stairs? electricity  skittles ethics lava A
The items for 2 machinist proficiency test have been based on 2 job analysis of machinists in 50 plants each emplor concurrent vi empirical val content valid D
CO I |eCtI on As vehicles become more efficient petro consumption increases  stops decreases  stay the sam C
Which of the following industries did Blauner (1964) suggest was most alienating to its employees? machine-bas textile work . car manufac chemical pro C
Which is the first step in a design process? Revise the sc Describe the Test the pos: Identify poss B

Davinci-003
Call Models to LLaMA2-7b

Generate Answers LLaMA2-70b

v
. « Softmax Normalization
Calculate Confidence . Simply Average

of Generated Answers Prompt the models
+ + Let the model tell a confidence level

Calculate Errors between
the Correctness and * Mean Absolute Deviation ] MAD = E,|Py — I(ay)|
Confidence Ratio

Use logprobs

"choices": [

{

"text": "Answer: D, confidence: 3’

+ Confidence vs Correctness
1750 T=1 Bé,mead
Visualization 2D, 3D- Bar &
Histogram £ o
University of Stuttgart, IAS o OE e e o "’i;o 71712025 10
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Dataset
Collection

A 4

Call Models to
Generate Answers

Methodology [
Dataset Collection

Calculate Confidence
of Generated Answers

Use a Parent
Calculate Errors between the
Dataset [ Correctness and Confidence ]
Ratio

A 4

Visualization

Scoring all questions
Data Filtering based on the

correlation to the field
of automation

Using Sentence
Transformer Model

Y

Take the 1000 questions
with highest scores

A 4

[ Remove Repeated ]

Questions

University of Stuttgart, IAS 71712025 12



Dataset

Collection

Methodology !

Call Models to
Generate Answers

Dataset Collection

Calculate Confidence
of Generated Answers

A labeled dataset with 857 single-choice questions: Calculato Frrors between e

Correctness and Confidence
Ratio

Visualization

A 8 c D / Question body ¢ \ / F 4 Options+ 1 \JAnswer
1 |Source File Index Correlation Score [Question Option A Option B Option C Option D IAnswer |
2  https://githuarc_easy.csv 673 0.398|The wheels and gears of a machine are greased in order to decrease potential en¢ efficiency  output friction D
3 https://githu high_school_ 49 0.397|Which of the following jobs is in the non-basic employment sector? Software enf F-10 pickup t Qil refinery v Parking lot ajD
4 https://githu obga.csv 1466 0.385|A clean air act must be followed by a web design ¢ hard drive m math class computer pr¢B
5 | https://githuarc_hard.csv 944 0.384|Robots can perform tasks that are dangerous for humans. What is the MAJOR limitation to the use of robots? The assembl The assembl Robots requi Robots must|B
6 | https://githu obga.csv 2764 0.367|What is essential for a robot to possess to walk up a flight of stairs? electricity  skittles ethics lava
7  https://githu professional 121 0.345|The items for 2 machinist proficiency test have been based on 2 job analysis of machinists in 50 plants each emplo\ concurrent vi empirical val content validD
8  https://githu obga.csv 3511 0.343|As vehicles become more efficient petro consumption increases  stops decreases  stay the sa
9 | https://githu sociology_te: 154 0.337|Which of the following industries did Blauner (1964) suggest was most alienating to its employees? machine-bas textile work : car manufac chemical pr
10 | https://githu arc_easy.csv 2202 0.336 W\hich is the first step in a design process? / @ise the sc¢ Describe the Test the pos: Identify possj|B

J

University of Stuttgart, IAS 71712025 13



Methodology
Calculate Confidence

Two Ways
ELLama2.70,
O access tg |o
Probabilities)
Use Log Dire_ctly Request
Probability in Prompt

Dataset
Collection

Call Models to
Generate Answers

Y

Calculate Confidence
of Generated Answers

=
A 4

[

Calculate Errors between the
Correctness and Confidence
Ratio

|

Visualization

e’
Confidence = softmax(z;) = og 7k _
e
1

University of Stuttgart, IAS
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Methodology
Calculate Confidence with logprobs(1/2)

= The wheels and gears of a machine are greased in order to decrease
RequeSt' A: potential energy B: efficiency C: output D: friction

Response:

University of Stuttgart, IAS

(1/2)

Dataset
Collection

[

Call Models to
Generate Answers

)

2

[

Calculate Confidence
of Generated Answers

J

=
A 4

Calculate Errors between the
Correctness and Confidence

Ratio

Visualization

7/7/2025 15




Dataset
Collection

MGthOdOIogy First Situation: “ABCD” among [ Call Models to ]

Generate Answers

Calculate Confidence with logprobs(1/2) the answers .
(1/2) [ of Goneratod Answers J

==

A 4

Calculate Errors between the
Correctness and Confidence
Ratio

Visualization

Response:

414 § ,-1084 = 0.98

University of Stuttgart, IAS 717/2025 16



Dataset
Collection

Call Models to

Methodology [ ]
Calculate Confidence with logprobs(1/2) enerae prover

1 /2 Calculate Confidence
of Generated Answers

==

A 4

ReS ponse ] ) Calculate Errors betwgen the
Second Situation: no “ABCD” Comeciness and Confidence
among the answers
N Zj
. i=1€
Confidence = N

1
Confidence = 3 (7058 4 7892 4 7001y = 0 52

University of Stuttgart, IAS 717/2025 17



Dataset

Collection

Call Models to

Methodology
Calculate Confidence with logprobs(1/2) Cenerete v
(1/2)]| o Gonerated Answers

=
A 4

Calculate Errors between the
Correctness and Confidence
Ratio

* Generate 5 responses for each question

Visualization

Result Table:

VR N—— N——— )
0 1 2 3 4 5 6 7 8 9|Generated Answer 1) Confidence 1 |Generated Answer 2| |Confidence 2 |Generate{ConfidendGenerateqConfidendGeneratejConfidence 5
The wheel potential efficiency output  friction D https://gil arc_easy.c 673 0.398|D 0.999968148| D 0.999968148|D 0.999968 |(The answ o|D 0.9999681
Which of t Software 1 F-10 picku Oil refinel Parking lo D https://gil high_scha 49 0.397|A. 0.999675588| A 0.999987927 0.999988 |A 0.599988|A 0.99998792
Robots car The assen The asser Robots rer Robots mi B https://gii arc_hard.c 944 0.384|C. 1c. 0.99998579||C. 0.999986|C. 0.999986|C. 0.999985
What is es electricity skittles  ethics lava A https://gil obga.csv 2764 0.367|77 0l MadonnaAnswer Rofn 0fsble stac 0|negligenc 0|C. Ethics
As vehicle increases stops decreases stay the s:C https://gil obga.csv 3511 0.343|C 1 1flings pass 0|keepC. ofc.
Which is tf Revise the Describe t Test the p Identify p B https://gii arc_easy.c 2202 0.236|D 0.253802474) 0.253802474|B. 0.99498 |B 0.810478|B. 0.9943
Which of t Partitionit K-means ¢ Grid basetAll of the D https://gil machine_ 56 0.335|D 1 D 1D
Which of t Escalator Conveyor Highway Railroad B https://gil miscellan: 285 0.335|Solution: B 0 iAngleClog 0|Crossing
What is a ( Work flow Work sche Work rate Work outg B https://git managem 6 0.334|B 0.999997692 0.000253997testing kn B 0.999998|B 0.99993769
Mechanic: wind turb solar pane shad tree gianticer D https://gil obga.csv 2946 0.334|Current 0 A, 0.710499|shelf
Which of tRchart  Runchart X-bar char Pareto ch: B https://gil miscellan: 561 0.329|C 0.999393719 C 0.999994|C 0.99999371"
\ 4 J \ N A
University of Stuttgart, IAS 71712025 18




Methodology

Dataset

Collection

Call Models to
Generate Answers

Directly Request in Prompt (2/2) .,

University of Stuttgart, IAS

2/2 Calculate Confidence
of Generated Answers

Roal and Goal ¥

Calculate Errors between the
Correctness and Confidence
Ratio

Visualization

: You have almost no confidence — this is essentially a guess, and you have

Confidence Definition

: Your confidence is low — you have some basis for your choice, but overal
: Your confidence is moderate — you are relatively sure, but there's still
: You are quite confident — you are fairly certain your choice is correct,
: You are very confident — you are highly certain that your choice is the

: You are absolutely confident — you are 100% certain that your choice is d

Example

Input: // input

Answer: ..., confidence:

7/7/2025 19



Dataset

Collection

Call Models to ]

Methodology [
Directly Request in Prompt (2/2) cereRe e

2/2 Calculate Confidence
of Generated Answers

=
A 4

» Generate 1 response for each question Caleulate Errors between the

Correctness and Confidence
Ratio

Visualization

Result Table:

I
Question OptionA Option B OptionC Option D TrueAnswsource  file index automaticjAnswer| | Confidence
The whee potential efficiency output  friction D https://giiarc_easy.c 673 0.398|D 1
Which of 1Software | F-10 picku Oil refinel Parking lo D https://githigh_scho 49 0.397|B 0.8
A clean aitweb desig hard drive math clas: computer B https://giiobga.csv 1466 0.385|D 1
Robots caiThe assen The assen Robots reiRobots miB https://gitarc_hard.c 944 0.384|C 1
What is ec electricity skittles  ethics lava A https://gii obga.csv 2704 0.367|E 1
The items each emg concurren empirical content viD https://gii professior 121 0.345|D 1
Asvwvehicleincreases stops decreases stay the s:C https://giiobga.csv 3511 0.343|C 0.8
Which of 1machine-t textile we car manuf chemical C https://git sociology 154 0.337|A 1
Which is t Revise the Describe t Test the p Identify p B https://gitarc_easy.c 2202 0.336|B 1
—

University of Stuttgart, IAS 71712025 20



Dataset
Collection

Call Models to
Generate Answers

Methodology [
Error Calculation between the confidence ratio and the correctness

Calculate Confidence
of Generated Answers

7
3 MetriCS [ (C)alculatte Errorsdbgtwign the ]
« Mean Square Error MSE = E [Py — I(ay)]?
- Mean Absolute Deviation MAD = E |Py —I(ay)| @
* Root Mean Square RMS = \/Eq [Py — I(ap)]?

University of Stuttgart, IAS 71712025 21
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Results and Evaluation

Confidence Distribution (1/2) of Davinci-003 using logprob

Distribution of Answer Confidence

1000 A

800

600 A

400 A

200 A

University of Stuttgart, IAS

AnswerlCorrect
m Answer |Inc0rrect ]

Ideal Distribution

Answer Confidence

Dataset
Collection

|

Call Models to
Generate Answers

|

Calculate Confidence
of Generated Answers

v

Calculate Errors between the
Correctness and Confidence

Ratio

|

(1/2)

Visualization
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Count

Dataset

Distribution of Answer Confidence

] oo _::::: Collection
Results and Evaluation [ — ]
. . . . . . . . Generate Answers
Confidence Distribution (1/2) of Davinci-003 using logprob -
2"“! Calculate Confidence
! o Conftnce of Generated Answers
v

Calculate Errors between the
Correctness and Confidence
Ratio

o

Confidence vs Correctness

Confidence vs Correctness Confidence vs Correctness
2000
Is_Correct Is_Correct 1200 1 Is_Correct
1750 T_O i 17501 T_1 o T_2 Do
1 1 - i |
1500 4 1000
1500 4
1250 4 1250 1 800 4
£ 1000 g
1000 3 ] 3 ]
8 8 600
750 4 - 750 A —
400 4
500 A 500 1
200 4
250 1 250 1
0 1 : : T T 0 H : : : T 0 : T : —cT
0.0 0.2 0.4 0.6 0.8 1.0 0.0 02 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Answer Confidence

Answer Confidence Answer Confidence

This model is over-confident!

University of Stuttgart, IAS 71712025 24



Dataset
Distribution of Answer Confidence " t
ion
10001 e Answer CO ectio
oo RN

Results and Evaluation : [
Confidence Distribution (1/2) of Davinci-003 using logprob -

v

Calculate Confidence

! e Cofdence of Generated Answers
v

Calculate Errors between the
Correctness and Confidence

Call Models to
Generate Answers

Ratio

e

Temperature can reduce confidence.

University of Stuttgart, IAS 71712025 25



Results and Evaluation

Dataset
Distribution of Answer Confidence .
1000 mw Collection
=y
a0
™ Call Models to
Generate Answers

Confidence Distribution (1/2) of LLaMAZ2-7b using logprob

“ v
Calculate Confidence
’ e of Generated Answers
Confidence vs Correctness v
Is_Correct Calculate Errors between the
60 4 _ (I Correctness and Confidence
T_O l:l 1 Ratio
m -
( 1 /2 ) Visualization
4_0 -
—
5
8 3| Normal-
Distribution
20 A
10 H
0 T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Answer Confidence

This model is not capable of solving questions from the dataset.

Models with low capacity tends to always be medium-confident.
University of Stuttgart, IAS
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Dataset
Collection

Call Models to
Generate Answers

Results and Evaluation [
Confidence Distribution (1/2) of LLaMAZ2-70b using Prompt

Calculate Confidence
of Generated Answers

v
L . Calculate Errors between the
Distribution of Answer Confidence Correctness and Confidence
Ratio
1000 | mEE Answer|Correct]

mm Answer]incorrect
° |deal Distribution (172)

600 1

200

Answer Confidence

University of Stuttgart, IAS 71712025 27



Results and Evaluation

Confidence Distribution (1/2) of LLaMAZ2-70b using Prompt

Count

Confidence vs Correctness

Is_Correct
300 0
-1 T_O
250
200
H
3
© 150
100 4
504
Lom N
0.6 0.8
Answer Confidence
Confidence vs Correctness
Is_Correct
1204 0
It
204
wo{ T=1
With Diversity Control
80 15 4
o
£
=2
601 8
10 4
20
204
0 T T f
0.0 02 0.4 0.6 08 10
Answer Cenfidence

University of Stuttgart, IAS

Confidence vs Correctness

Is_Correct

250

200

Count

150

100

0 -

“ =i T=1

0.6

08
Answer Confidence

Confidence vs Correctness

Is_Correct
0
IS

0.0 0.2

T=2

With Diversity Corntrol

0.4 0.6
Answer Confidence

Dataset

Distribution of Answer Confidence

Collection

Call Models to
Generate Answers

1000

800

600

H

200

Calculate Confidence
of Generated Answers

v

Calculate Errors between the
Correctness and Confidence
Ratio

(1/2)

Visualization

This model is also over-confident.

7/7/2025 28



Dataset

Collection

Results and Evaluation [ ol Modoe ]

Generate Answers

Visualized Errors (2/2) of Davinci-003 (Logprob)

Calculate Confidence
of Generated Answers

MAD unde MAD undell T=1 I

MAD MAD V
0.8 q 0.7
Calculate Errors between the
07 0.6 - Correctness and Confidence
06 1 Ratio
0.5 1

w 0.5+ w

E £ 044

] g03_ (2/2)
0.3 ’
024 0.2
01 0.1+
0.0 T T 0.0 T T T

all answer correct answer wrong answer all answer correct answer ‘wrong answer
MAD under|T=2 I
MAD

0.30 1
0.25 1
0.20 1

5 0154
There exists an optimum temperature between 0 to 1.
0.05 1
0.00 T I T

all answer correct answer wrong answer
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Dataset

Collection

Generate Answers

Results and Evaluation [
Visualized Errors (2/2) of LLaMAZ2-70b (Prompt)

Call Models to ]

Calculate Confidence
= MAD under(T=1
MAD under|T=0 of Generated Answers
MAD MAD
0.8 0.8 4 v
Calculate Errors between the
Correctness and Confidence

0.6 - 0.6 Ratio
E: 2 04l

0.4 | -

(2/2) Visualization
0.2 0.2
0.0 : : : 0.0 T : T
all answer corrﬁwer wrong answel all answer correct answer wrong answer
MAD underIT:l lrvith diversity control MAD underlT:2 Lvith diversity control
0.8 0.7
MAD MAD
0.7 0.6 4
Temperature has a large
0.6
0.5 .

impact on the errors.
¢ g 041
= 0.4 E]
s E

0.3 4

0.3

02 ] 0.2 -

0.1 0.1+

0.0 : . ; 0.0 . . T

all answer COrrect answer wrong answei all answer correct answer wrong answer
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Conclusion and Future Work

 All 3 large language models have the problem of being over-confident.

» Temperature can have a great impact on both the confidence and
correctness and there could exist a temperature, at which the LLM
perform the best.

* Investigate the optimum temperature for the LLMs.

* Finetune the LLMs to reduce the error between the correctness and
confidence to get better performance.

University of Stuttgart, IAS 71712025
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