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Introduction

Preference Response Optimization

Preference Learning

Question: How can we make an LLM generate answers the way we want?

(…) Heat flows between bodies of different 
temperatures, while temperature indicates how 
hot or cold an object is.

(…) They are interchangeable 
terms.
Heat is considered the same as 
temperature.

"What is “heat”, and what is 
“temperature”?"

LLM solves physics problems

Question: "What is the 
difference between heat and 
temperature?"

(…) Heat flows between bodies of different 
temperatures, while temperature indicates 
how hot or cold an object is.

(…) They are interchangeable terms.
Heat is considered the same as 
temperature.
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Training Purpose

Introduction

Method Change the Text Format Change the Reasoning

bad Text Format

good Text Format
correct Reasoning

incorrect Reasoning
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Master thesis result from Mr. Lin MT 3806 (presented 30.04.2025)

09/09/2024

LLMs Dataset Improved performance

trainset testset variants Task Task+prompt 

with 

knowledge

Task (MMLU)

GPT4o-

mini

PDF_synthetic 5.86-->7.29

+14.3%

5.25-->5.96

+7.1%

5.88-->7.16

+12.8%

Success Rate:

58/87-->50/87

Success 

Rate:65/87

56.0-->51.8

-4.2%

Knowledge_

distillation
5.86-->7.18

+13.2%

5.25-->7.29

+20.4%

5.88-->7.31

+14.3%

Success Rate:

58/87-->57/87

Success Rate:

70/87

56.0-->55.5

-0.5%

➢ Conclusion: training with supervised finetuning is effective (Text Format)

Change of QA and the 

Text Format
Problem solving the 

Reasoning
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Training Purpose

Introduction

Method Change the Text Format Change the Reasoning

? ?

(MT3806) Supervised Fine-Tuning (SFT)

Preference Learning

Improve LLM generation ability

Overall Objective

correct Reasoning

incorrect Reasoning

bad Text Format

good Text Format



Basics

Basic Methods

• 2017: Reinforcement Learning from Human Feedback (RLHF)

• 2023: Direct Preference Optimization (DPO)
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Basics

Reinforcement Learning from Human Feedback (RLHF) – 2017

• Preference Data Collection: Human annotators compare alternative responses to generate 

preference data.

• Reward Model: Learns from preference data to assign a 'reward' score to any given response.

• Policy Fine-Tuning: The LM policy is adjusted via reinforcement learning (e.g., PPO) using the 

reward model’s scores.

Disadvantages

• Complex pipeline 

• Compute-intensive

Effectively Learned Preference

PPO 
(Proximal Policy Optimization)

[3]

Direct Preference Optimization (DPO)
[1]



– 𝜋𝜃 𝑦 𝑥 : Probability of completion (𝑦) given prompt (𝑥) under the trainable model (Policy Model)

– 𝜋𝑟𝑒𝑓 𝑦 𝑥 : Probability of completion (𝑦) given prompt (𝑥) under the fixed reference model (usually the SFT model)

– 𝛽: A temperature or scaling factor controlling how strongly you punish the rejected output

– l𝑜𝑔𝜎(∙): A binary cross‐entropy on the log‐odds difference

(y𝜔: Preferred answer,  y𝑙: Rejected answer)

[1]
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Basics

Direct Preference Optimization (DPO) (2023)

Expected:

• Preferred answer’s score ↑ (policy model prefers)

• Rejected answer’s score ↓ (policy model rejects)(Frozen)

• Purpose –

Maximize the difference between preferred and rejected 

answers



Training Experiments

• Synthetic Training Dataset

• Model Selection and Training Resources

• Experiments Execution

• one failed experiment

• two extended experiments based on the failure

• Improving Direct Preference Optimization: Extended Approaches
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Training Experiments on a Small Language Model – Llama-3.1-8B-Instruct

Synthetic Training Dataset(1/2)

• Collect physics topics

Physics Topics Physics Questions

Preference Pairs Dataset

• Generate topic-based questions with 

LLM

• Produced question and good/bad 

answer pairs with LLM
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Training Experiments

Synthetic Training Dataset(2/2)

Contains Total 1004 data

Training Dataset (804)

Validation Dataset (100)

Test Dataset (100)

Preference-Pair Datasets

▪ Correct vs. Wrong

question: 
A 0.3kg bullet at 220m/s embeds in a 4kg block at 
rest. Final velocity?

preferred: 
Step 1: Inelastic => m1v1=(m1+m2)V.
Step 2: Substitute m1=0.3, v1=220, m2=4, v2=0.
Step 3: Compute 0.3 * 220= (4.3)V => 66= 4.3V => V≈15.35m/s.
Answer: 15.35m/s.

rejected: 
Step 1: Ignore block => final =220m/s.
Step 2: No momentum share.
Answer:220m/s.
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Training Experiments

Model Selection and Training Resource

Llama-3.1-8B-Instruct

Developer Meta (July 23, 2024)

Model Parameter Size 8B

Max Context Length 128k

Model Size ~16 GB (bfloat16)

Hardware/Software specs

Ubuntu 22.04

GPU H200 SXM

vRAM 141 GB

pytorch version 2.7.0

python version 3.10

CUDA 11.8

• Used ~115GB vRAM during training

➢ Cloud Computing Platform: Runpod



Training Experiments

• One Failed Experiment

• Two Extended Experiments based on Failure
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– 𝜋𝜃 𝑦 𝑥 : Probability of completion (𝑦) given prompt (𝑥) under the trainable model (Policy Model)

– 𝜋𝑟𝑒𝑓 𝑦 𝑥 : Probability of completion (𝑦) given prompt (𝑥) under the fixed reference model (usually the SFT model)

– 𝛽: A temperature or scaling factor controlling how strongly you punish the rejected output

– l𝑜𝑔𝜎(∙): A binary cross‐entropy on the log‐odds difference

(y𝜔: Preferred answer,  y𝑙: Rejected answer)

[1]
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Basics

Direct Preference Optimization (DPO) (2023)

Expected:

• Preferred answer’s score ↑ (policy model prefers)

• Rejected answer’s score ↓ (policy model rejects)(Frozen)

• Purpose –

Maximize the difference between preferred and rejected 

answers
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Training Experiment

Experiments execution

Method DPO

Batch Size 2

gradient accumulation steps 8

Epoch 1

Learning Rate 3e-6

Beta 0.3

Model Text Format MMLU Benchmark (College Physics)

Original Model 3.0  − 29.4%

DPO FT Model 3.01 ↑ 30.4%

Loss
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Training Experiment

Experiments Execution

Step 1: Recall the formula for the magnetic force on a current-carrying wire in a magnetic field. 
The magnetic force on a current-carrying wire in a magnetic field is given by the formula F = 
BILsinθ, where F is the magnitude of the force, B is the magnitude of the magnetic field, I is the 
current in the wire, L is the length of the wire, and θ is the angle between the wire and the 
magnetic field.

Step 2: Plug in the given values into the formula. We are given that B = 0.3T, I = 5A, L = 2m, and θ 
= 30°. Plugging these values into the formula, we get F = 0.3T * 5A * 2m * sin30°.

Step 3: Evaluate the expression. We know that sin30° = 0.5, so we can simplify the expression to F 
= 0.3T * 5A * 2m * 0.5.

Step 4: Perform the multiplication. Multiplying the numbers together, we get F = 3N.

The final answer is: 3"

Original Model Response

Reasoning Failed

question: A wire of length 2m carries a current of 5A and is placed in a 

uniform magnetic field of 0.3T. The wire makes an angle of 30° with 
the magnetic field. What is the magnitude of the magnetic force on 
the wire?

preferred: 
Step 1: The magnetic force on a current-carrying wire is given by F = BILsinθ, where I is the current, L 
is the length, B is the magnetic field strength, and θ is the angle between the wire and the magnetic 
field.
Step 2: F = 5A * 2m * 0.3T * sin(30°)= 5 * 2 * 0.3 * 0.5 = 1.5N.
Answer:1.5N

Preference Pairs

rejected: 
Step 1: The magnetic force on a current-carrying wire is F = BILcosθ
Step 2: F = 5A * 2m * 0.3T * cos(30°) = 5 * 2 * 0.3 * 0.866 = 2.6N.
Answer:2.6N

Step 1: Recall the formula for the magnetic force on a current-carrying wire in a magnetic 
field. The magnetic force on a current-carrying wire in a magnetic field is given by the 
formula F = BILsinθ, where F is the magnitude of the force, B is the magnitude of the 
magnetic field, I is the current in the wire, L is the length of the wire, and θ is the angle 
between the wire and the magnetic field.

Step 2: Plug in the given values into the formula. We are given that B = 0.3T, I = 5A, L = 2m, 
and θ = 30°. Plugging these values into the formula, we get F = 0.3T * 5A * 2m * sin30°.

Step 3: Evaluate the expression. Since sin30° = 0.5 , we have 0.3T * 5A * 2m * 0.5 = 0.3 * 5 
* 2 * 0.5 = 3N.

The final answer is: 3”

DPO Fine-tuned Model ResponseIdentical



Training Experiments

• One Failed Experiment

• Two Extended Experiments based on Failure
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• DPO-Positive (DPOP) (2024)

Penalty term activates only when the reference scores the preferred response higher than the policy, 

boosting its probability.

[4]
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Training Experiments

Improving Direct Preference Optimization: Extended Approaches

• DPO-Shift (2025)

[5]

Reducing the impact of the rejected response in the loss calculation by scaling the term representing 

the rejected response's log-probability ratio (relative to the reference model) with a factor f(λ) less than 1

DPO

If λshift = 1→ DPO
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Experiments Execution – Validation Loss

Training Experiments

epoch = 1, learning rate = 3e-6

• The model under different methods show decreasing validation loss, indicating learning

• DPO-Shift (green) shows the lowest final validation loss. 

• DPOP (orange) stabilizes at a higher loss. 
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Training Experiments

Reasoning Quality

Step 1: To find the magnitude of the magnetic force on the wire, we can use the formula F 
= BILsinθ, where F is the magnitude of the force, B is the magnitude of the magnetic field, I 
is the current in the wire, L is the length of the wire, and θ is the angle between the wire 
and the magnetic field.

Step 2: Given that the length of the wire is 2m, the current is 5A, the magnetic field 
strength is 0.3T, and the angle between the wire and the magnetic field is 30°, we can 
substitute these values into the formula.

Step 3: Plugging in the given values, we get F = 0.3T * 5A * 2m * sin30° 

Step 4: We know that sin30° = 1/2, so the equation becomes F = 0.3T * 5A * 2m * ½

Step 5: Simplifying this, we get F = (0.3)(5)(2)(1/2) = 1.5N

Step 6: Therefore, the magnitude of the magnetic force on the wire is 1.5N

The final answer is: 1.5

DPOP Fine-tuned Model Response (Beta=0.3, 𝜆𝑑𝑝𝑜𝑝=50)

question: A wire of length 2m carries a current of 5A and is placed in a 

uniform magnetic field of 0.3T. The wire makes an angle of 30° with 
the magnetic field. What is the magnitude of the magnetic force on 
the wire?

preferred: 
Step 1: The magnetic force on a current-carrying wire is given by F = BILsinθ, where I is the current, L 
is the length, B is the magnetic field strength, and θ is the angle between the wire and the magnetic 
field.
Step 2: F = 5A * 2m * 0.3T * sin(30°)= 5 * 2 * 0.3 * 0.5 = 1.5N.
Answer:1.5N

Preference Pairs

rejected: 
Step 1: The magnetic force on a current-carrying wire is F = BILcosθ
Step 2: F = 5A * 2m * 0.3T * cos(30°) = 5 * 2 * 0.3 * 0.866 = 2.6N.
Answer:2.6N

Step 1: The magnetic force on a current-carrying wire in a magnetic field is given by the equation 

𝐹 = 𝐼𝐿 × 𝐵 
where I is the current, 𝐿 is the length of the wire, and 𝐵 is the magnetic field.

Step 2: Since the wire is placed in a uniform magnetic field, the force will be perpendicular to both 
the wire and the magnetic field. The magnitude of the force can be calculated using the formula F = 
ILBsinθ, where θ is the angle between the wire and the magnetic field.

Step 3: Given that the length of the wire is 2m, the current is 5A, the magnetic field is 0.3T, and the 
angle between the wire and the magnetic field is 30°, we can plug these values into the formula to 
find the magnitude of the force.

Step 4:
F = ILBsinθ = (5A)(2m)(0.3T)sin30° = (5)(2)(0.3) (1/2) = 1.5N

Answer:1.5N

DPO-Shift Fine-tuned Model Response (Beta=0.3, 𝜆shift=0.75)



Evaluation and Quantitative Analysis

• Benchmark

• Perplexity Comparison

• Text Format Evaluation
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Benchmark

Evaluation and Analysis

• The DPO-shift fine-tuned model does not suffer from catastrophic forgetting, and it achieves 

approximately a 5% marginally increase in accuracy on “college physics”.

DPO-Shift

• high_school_physics: 173 

• college_physics: 118

• econometrics: 131

• global_facts: 115 

• formal_logic: 145

• business_ethics: 116

TOTAL:  798 Benchmark Data
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Benchmark

Evaluation and Analysis

• Both DPO and DPOP fine-tuned models do not exhibit significant catastrophic forgetting.

DPO DPOP

• high_school_physics: 173 

• college_physics: 118

• econometrics: 131

• global_facts: 115 

• formal_logic: 145

• business_ethics: 116

TOTAL:  798 Benchmark Data
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Index of Evaluation

Evaluation and Analysis

Quantitative Metrics – Perplexity (How confident the model on the response)

Model Response – LLM-as-a-Judge on Text Format Evaluation

Result Evaluation

➢ Model Response – LLM as a Judge

Gemini 2.5 Flash

Metrics Description

Text Format (1-5)
how well the response’s structure, wording, and presentation align with the expected 

answer

MMLU Benchmark Generalization and Catastrophic Forgetting
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Perplexity Comparison

Evaluation and Analysis

PPL of Self-generated PPL of Preferred

Before Training

(Reference Model)
2.3953 − 12.6434 −

After DPO Fine-Tuning

(DPO Policy Model)
2.6235 ↑ 14.4081 ↑

After DPOP Fine-Tuning

(DPOP Policy Model)
2.7680 ↑ 12.4052 ↓

After DPO-Shift Fine-Tuning

(DPO-Shift Policy Model)
3.2302 ↑ 9.5019  ↓

• DPO-Shift shows the highest confidence on preferred text (lowest PPL) 

• Trade-off: All fine-tuning increases self-generated PPL, DPO-Shift increases the most. 

Improved preference alignment (especially DPO-Shift) may impact general generation in varied 

ways.

• Perplexity measures how confident a language model is about a given text. 

• Lower PPL =  Higher Confidence → Better understanding and fluency.
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Text Format Evaluation

Evaluation and Analysis

Model Text Format

Original Model 3.0  −

DPO FT Model 3.01 ↑

DPOP FT Model 2.99 ↓

DPO-Shift FT Model 3.83 ↑

➢ Text Format Score: 1-5

• DPO-Shift Excels in Response Text Formatting

➢ Achieves the highest score (3.83) in aligning response structure, wording, and presentation with 

desired formats

➢ Significantly improves upon the original model (3.0) and other DPO methods



Overall Results
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Overall Results

Method PPLpreferred ↓ PPLSelf-generated ↓
LLM Text

Format Score

MMLU College 

Physics 

DPO 14.4081 2.6235 3.01 ↑ 30.4%

DPOP 12.4052 2.7680 2.99 ↓ 30.4%

DPO-Shift 9.5019 3.2302 3.83 ↑ 34.3%

• DPO-Shift Dominates Key Metrics: Achieves best perplexity on preferred (9.5019), and the highest 

LLM Format score(4.14) 

• Key Trade-off: Highest PPL on Self-generated for DPO-Shift

• DPO-Shift's higher MMLU College Physics score (34.3%) indicates it can better display its learned 

knowledge in general benchmarks that don't enforce strict output Text formats.



Findings and Outlook
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Findings and Outlook

• Findings

➢ DPO-Shift fine-tunes model’s “Text Format” and “MMLU Reasoning” the best.

➢ DPO-Shift Leads in Quality & Alignment: Achieves top LLM Judge scores and PPL on preferred 

responses, effectively learning “Preferred Text Formats” and “Reasoning.” 

➢ Preference Tuning: Key Trade-offs & Stability

o All DPO methods increase PPL on self-generated text (generality trade-off), especially DPO-Shift. 

• Outlook

➢ Enhance Dataset Quality & Diversity

Enhance preference dataset quality (synthesis, verification, diversity) for improved real-world model 

performance. Add randomness in rejected data.

➢ SFT on specific domain first: Using SFT for initial knowledge/pattern alignment before DPO-Shift to 

enhance domain-specific learning and expression.
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