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Introduction
Preference Response Optimization

LLM SOIVeS phySICS prObIemS (...) Heat flows between bodies of different LLF@

temperatures, while temperature indicates how
hot or cold an object is.

"What is “heat”, and what is
“temperature”?"

. —_ ;

(...) They are interchangeable
terms.

Heat is considered the same as
temperature.

Question: How can we make an LLM generate answers the way we want?

(...) Heat flows between bodies of different l
temperatures, while temperature indicates
how hot or cold an object is.

Question: "What is the

Prefe rence Learning — difference between heat and

temperature?" (...) They are interchangeable terms.

Heat is considered the same as
temperature.
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Introduction
Training Purpose

Change the Text Format Change the Reasoning

To find the magnitude of the magnetic force on a current-carrying wire placed in a magnetic field, we
use the formula:

To find the magnitude of the magnetic force on a current-carrying wire placed in a magnetic field, we
use the formula:

F = ILBsin(f)

Where: Where:
- F = magnetic force + F =magnetic force .
.« Tecmm=5a + Tromntzsa correct Reaspning
L =length of the wire = 2 m good Text Format « L =length of the wire = 2 m

? B = magnetic field strength = 0.3 T ngth=03T

= angle between wire and magnetic field = 30°

+ B =magnetic field st
+ = angle between wire and magnetic field = 30°

Now, plug in the values:
Now, plug in the values: Y, plug

F =5 %2 % 0.3 x sin(30°) Fo=5%2x 03 x sin(30°)
#in(30°) = 0.5 n(30') = 0.5
F=58x2x03x05=15N F=5x2x03x05=15N
4 Final Answer: & Final Answer:
The magnetic force on the wire is 1.5 newtons (N). The magnetic force on the wire is 1.5 newtons (N).

To find the magnitude of the magnetic force on a current-carrying wire placed in a
A wire of length 2 m carries a current of 5 A and Is placed in a uniform magnetic field of 0.3 T. The magnetic field, we use the formula
wire makes an angle of 30° with the magnetic field. What is the magnitude of the magnetic force on

the wire?

LB cos(6)

Te find the magnitude of the magnetic force on a current-carrying wire placed in a magnetic field, Where:
we use the formula;

- e e incorrect Reasoning

I=current =6 A

Where:

L = length of the wire = 2 m
= magnetic force

bad Text Format

= magnetic field strength = 0.3 T

B = magnetic field strength =03 T

# = angle between wire and magnetic field = 30°

Now, plug in the values:
8 = angle between wire and magnetic field = 30°

) F=5x2x 0.3 x cos(30°)
Mow, plug in the values:

F=5x2x03xsin(309 cos(30°) = 0.86
sin(307 = 05 F=5x2x03x0.86 = 258N
F=5x2x03x05=15N

University of Stuttgart €4 Final Answer: 025 4

Final Answer.

The magnetic force on the wire is 1.5 newtons (M). [The magnetic force on the wire is 2.58 newtons (N).




Master thesis result from Mr. Lin MT 3806 (presented 30.04.2025)

LLMs Dataset Improved performance

trainset | testset | variants Task+prompt | Task (MMLU)

with
knowledge

GPT4o- PDF_synthetic | 5.86-->7.29 5.25->5.96 5.88-->7.16 I Success Rate: Success 56.0-->51.8 :
mini +14.3% +7.1% +12.8% & 58/87-->50/87 Rate:65/87 -4.2% :
Knowledge_ 5.86-->7.18  525-->7.29  5.88-->7.31 i Success Rate: Success Rate: 56.0-->55.5
distillation +13.2% +20.4% +14.3% i 58/87-->57/87 70/87 -0.5%
Change of QA and the :
J 'Iqext F%mat Problem solving the
Reasonin

» Conclusion: training with supervised finetuning is effective (Text Format)

University of Stuttgart, IAS 09/09/2024 5



Introduction
Training Purpose

Change the Text Format

(MT3806) Supervised Fine-Tuning (SFT)

Preference Learning

University of Stuttgart

? B = magnetic field strength = 03 T

To find the magnitude of the magnetic force on a current-carrying wire placed in a magnetic field, we
use the formula:

F = ILBsin(f)
Where:
-« F = magnetic force

= I=current=6A

- L =length of the wire = 2 m good Text Format

@ = angle between wire and magnetic field = 30°
Now, plug in the values:
F =5 %2 % 0.3 x sin(30°)
sin(30°) = 0.5
F=6x2x08x05=15N
Final Answer:
The magnetic force on the wire is 1.5 newtans (N).

A wire of length 2 m carries a current of 5 A and is placed in a uniform magnetic field of 0.3 T. The
wire makes an angle of 30° with the magnetic field. What is the magnitude of the magnetic force on
the wire?

Te find the magnitude of the magnetic force on a current-carrying wire placed in a magnetic field,

we use the formula;

F = IL8 sin(8)

Vihere:
= magnetic force
= current = 5 A b d T t F t
L= length of the wire = 2m a ext rorma
= magnetic field strength = 0.3 T
6 = angle between wire and magnetic field = 30°
Mow, plug in the values:
F=5x2x03 x sin{30%
Sin(30%) = 0.5
F=5x2x03x05=15N
Final Answer:

The magnetic force on the wire is 1.5 newtons (N).

Overall Objective

Improve LLM generation ability

Change the Reasoning

To find the magnitude of the magnetic force on a current-carrying wire placed in a magnetic field, we
use the formula:

Where:

+ F = magnetic force

.+ Iecumnssa correct Reaspning

L = length of the wire = 2m

B = magnetic field strength = 0.3 T
+ = angle between wire and magnetic field = 30°
Now, plug in the values:
F =5x2x03 xsin(307)
sin(30°) = 0.5
F=5x2x03x05=15N

Final Answer:

The magnetic force on the wire is 1.5 newtons (N).

To find the magnitude of the magnetic force on a current-carrying wire placed in a
[magnetic field, we use the formula:

Where:

+ I'=current=6A
+ L=length of the wire =2 m

B = magnetic field strength =03 T

# = angle between wire and magnetic field = 30°
Now, plug in the values:
F=5x2x0.3 x cos(30°)
cos(30°) = 0.86
F=5x2x03x086 = 268N
Final Answer: 025

The magnetic force on the wire is 2.58 newtons (N).

oA e incorrect Reasoning



Basics

Basic Methods
2017: Reinforcement Learning from Human Feedback (RLHF)

2023: Direct Preference Optimization (DPO)



Deep reinforcement learning from human preferences

PFE Christiano, J Leike. T Brown... - Advances in neural ..., 2017 - proceedings.neurips.cc

... For sophisticated reinforcement learning (RL) systems to interact usefully with real-world ..
B as i cs In this work, we explore goals defined in terms of (non-expert) human preferences between ...

ir Save 9U Cite Cited by 4018 Related articles All 14 versions 5§

Reinforcement Learning from Human Feedback (RLHF) — 2017

Reinforcement Learning from Human Feedback (RLHF)

x: “write me a poem about

the history of jazz" . label rewards .
R . " _ PPO
t_—g > —> reward model LM policy (Proximal Policy Optimization)
, o ° ~—~ o ° 13]
preference data maximum sample completions
likelihood . .
reinforcement learning [1][2]

* Preference Data Collection: Human annotators compare alternative responses to generate
preference data.

+ Reward Model: Learns from preference data to assign a 'reward' score to any given response.

* Policy Fine-Tuning: The LM policy is adjusted via reinforcement learning (e.g., PPO) using the
reward model’s scores.

Disadvantages

* Complex pipeline — Direct Preference Optimization (DPO)
«  Compute-intensive [1]

University of Stuttgart 21/05/2025 8



Direct preference optimization: Your language model is secretly a reward

model

R Rafailov, A Sharma, E Mitchell... - Advances in ..., 2023 - proceedings.neurips.cc
... of human preferences and then use RL to optimize a language ... optimize a language model

=
B as I cs to adhere to human preferences, ... We propose Direct Preference Optimization (DPQ), an ..
ir Save DY Cite Cited by 3917 Related articles All 15 versions 9

Direct Preference Optimization (DPQO) (2023)

Policy odel ® PU rpose —_

answers

Maximize the difference between preferred and rejected

Expected:

Preference Data
Preferred / Undesired

\Heference Model

_ _ _
9 (Yw | ) mo(y | x)
Lopo (75 Tee) = —E(ay, yy-p |logo (B[ log ————= |- log ———=
( 3 re) (4w ) T’Tref(yw ‘ 3?)1 i '-"Tref(yl ‘ m}!
| Preferred a?::;wer’s SCOT Rejected a;wer‘s score_

- Preferred answer’s score 1 (policy model prefers)
(Frozen) «  Rejected answer’s score | (policy model rejects)

[1]

— 1,(y|x): Probability of completion (y) given prompt (x) under the trainable model (Policy Model)
— T,.¢(¥|x): Probability of completion (y) given prompt (x) under the fixed reference model (usually the SFT model)

— f: A temperature or scaling factor controlling how strongly you punish the rejected output
—logo(+): A binary cross-entropy on the log-odds difference
(y,: Preferred answer, y;: Rejected answer)

University of Stuttgart

21/05/2025 9




Training Experiments

Synthetic Training Dataset
Model Selection and Training Resources
Experiments Execution
one failed experiment
two extended experiments based on the failure

Improving Direct Preference Optimization: Extended Approaches



Training Experiments on a Small Language Model — Llama-3.1-8B-Instruct
Synthetic Training Dataset(1/2)

Physics Topics

« Mechanics
Kinematies: Uniformly accelerated motion, projectile mation, circular motion

Dynamics: Newton's laws of motion, friction, work and energy, conservation of momentum

Rigid Body Mechanics: Rotational dynamics, conservation of angular momentum
Fiuid Mechanics: Bernoulli's equation, flud statics, fuid dynamics

Thermodynamics

Heat and temperature, specific heat, heat conduction
First law of thermodynamics and conservation of energy
Second law of thermoedynamics and entropy

Ideal gas and equation of state

Electromagnetism
Electrastatics: Caulomb's law, electric field and patential
Circuit Theory: Ohm's law, Kirchhoff's laws, eapacitance and inductance
Electramagnetic Induction: Faraday's law, electromagnetic wave theory
Maxwell's Equations: Relationship between electric and magnetic fields
« Optics
Geometrical optics: Reflection, refraction, image formation by lenses
Physical optics: Interference, diffraction, polarization

wave theory: p duality of lignt
Modern Physics
Basic concepts of quantum mechanics (wave function, uncertainty principle)
Special relativity (time dilation, length contraction)
Particle and nuclear physics (mass-energy equivalence, nuclear decay)

—_—

Physics Topics

University of Stuttgart

13
«— I
ChatGPT o8
DeepSeek r
Grok 3 4

“rejected"

‘A small hole of area $2.8 \times 10°{-4} \\, Wimathrn{w*2}s is made
tep 1:\nkccording to Torricelli's thearem, the speed at which fluid
Step 1:\The pressure at the hale is P = \\rho ghs, where S\\rha

‘n electran is accelerated from rest through a potential differen
tep 1:\nThe kinetic energy gained by the electron is $KE =
Step 1:\nThe energy gained by the electron is $E = e¥

‘A semiconductor has an intrinsic carrier concentration of Sn_
"Step
Step 1:\AFar an n-type semiconductor, the tatal carrier concentrati

In a semicanductor, the product of electron concentration\s|

‘W particle of mass sm = 8.1 \\, \\mathra{kg}$ is attached to a spring]
tep 1:\nThe total energy of a simple harnanic oscillator is $E = \\
Step 1:\nThe total energy of a spring-nass system is the sum of kinet

‘A 180-turn clrcular cofl of wire with radius $r = 5.8 \y, \\nathrm{cn|
"Step 1:\aThe magnetic flux through the coil s S\\Phi = BA = 8 \\tin)
Step 1:\nThe magnetic flux tnrough a coil is $WAPRL = BAV\cosiitnetas|

‘A mass §n = 18 \\, \\mathra{kq}$ is attached to two springs with spril
tep 1:\nFor springs in parallel, the effective spring constant is ¢
Step 1:\nFar springs connected to a mass, the effective spring consta)

Preference Pairs Dataset

odern Physics",
neutren undergaes beta decay. Calculate the energy released

“question

category
“question

odern Physics”,
protan collides with an antiproton, annihilating into pure

“category
“question

odern Physics”,
spaceship moves ot 9.95¢. If it fires a laser bean forward,

category”: "Modern Physics”,
“question”: "Calculate the Conpton shift when an X-ray photon of 8.1 nm sc
category”: “Modern Physies”,
“question”: “A uraniun-235 nucleus undergoes fission, releasing 200 MeV pe
“category”: "Modern Physics",

“question”: “Calculate the energy required to completely ionize a hydrogen

“category
‘question

odern Physics”,
'An electron 1s accelerated to near Light speed. Show how Ns

Physics Questions

"category'
"question

"Modern Physics",

Collect physics topics

Generate topic-based questions with
LLM

Produced question and good/bad
answer pairs with LLM

"Calculate the energy required to completely ionize a hydrogen atom from its ground state.'

"question’
“chosen":
"rejected’

"Step 1:\nThe pressure at the hole is $P

"A small hole of area $2.@ \\times 10~{-4} \\, \\mathrm{m*2}$ is made in a tank filled with water to a height of $5.8 \\, \\mathrm
“Step 1:\nAccording to Torricelli's theorem, the speed at which fluid flows through a small hole at the bottom of a tank is $v = \\s
\\rho gh$, where $\\rho$ is the density of water, $g$% is the acceleration due to gravit

21/05/2025 11



Training Experiments
Synthetic Training Dataset(2/2)

o
'l
¥ u.{
b " "question™:
e “preferred":
b "
rejected":
'l |
-
[l ll.{
) " "question":
i "preferred":
K [+ " ",
, rejected":
K |
[
[l u.{
" "question":
s " "
preferred":
L b "rad
rejected":
1,{ }
b uffr
ot
" "question":
t " "
preferred":
L b "rad
rejected":
I )
b uffr
-
" "question":
} " "
preferred":
L b Wrad "
rejected":
'
[
-
b " "question™:

"rejected":

University of Stuttgart

"preferred":

question:
A 0.3kg bullet at 220m/s embeds in a 4kg block at
rest. Final velocity?

f Moooooas__ws. wia %% &N e _ . eo s saaa_ . amaf a% sn aao_an . foamva a_ |

"A small hole of area $2.0 \\times 10~{-4} \\, \\mathrm{m~2}$ is made
“Step 1:\nAccording to Torricelli's theorem, the speed at which fluid
"Step 1:\nThe pressure at the hole is $P = \\rho gh$, where $\\rho$ is

"An electron is accelerated from rest through a potential difference o
“Step 1:\nThe kinetic energy gained by the electron is $KE = eV$, whe
"Step 1:\nThe energy gained by the electron is $E = eV = 1.60 \\times

"A semiconductor has an intrinsic carrier concentration of $n_i = 1.5
“Step 1:\nIn a semiconductor, the product of electron concentration $
"Step 1:\nFor an n-type semiconductor, the total carrier concentration

"A particle of mass $m = 0.1 \\, \\mathrm{kg}$ is attached to a spring
“Step 1:\nThe total energy of a simple harmonic oscillator is $E = \\
"Step 1:\nThe total energy of a spring-mass system is the sum of kinet

"A 180-turn circular coil of wire with radius $r = 5.0 \\, \\mathrm{cm
“Step 1:\nThe magnetic flux through the coil is $\\Phi = BA = B \\tim
"Step 1:\nThe magnetic flux through a coil is $\\Phi = BA\\cos\\theta$

"A mass $m = 10 \\, \\mathrm{kg}$ is attached to two springs with spri
“Step 1:\nFor springs in parallel, the effective spring constant is t
"Step 1:\nFor springs connected to a mass, the effective spring consta

preferred:

Step 1: Inelastic => m,v,=(m+m,)V.

Step 2: Substitute m,=0.3, v,=220, m,=4, v,=0.

Step 3: Compute 0.3 * 220= (4.3)V => 66= 4.3V => V=15.35m/s.

IAnswer: 15.35m/s.

rejected: Ll\rr?

Step 1: Ignore block => final =220m/s.
Step 2: No momentum share.
Answer:220m/s.

Preference-Pair Datasets
= Correct vs. Wrong

Contains Total 1004 data
Training Dataset (804)
Validation Dataset (100)
Test Dataset (100)

21/05/2025
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Training Experiments
Model Selection and Training Resource

_ Llama-3.1-8B-Instruct

» Cloud Computing Platform: Runpod

Ubuntu 22.04
Developer Meta (July 23, 2024) GPU H200 SXM
Model Parameter Size 8B VRAM 141 GB
Max Context Length 128k pytorch version 270
Model Size ~16 GB (bfloat16) python version 310
CUDA 11.8

RunPod Pytorch 21 /# 1x runpod/pytorch:2.1. /3.10-cudall.8.0-devel-ubuntuz2.04

GPU Utilization N fPU Memory Used : ° Used ~1 1 5GB VRAM durlng tralnlng

Collecting torch>=2.0.0
Downloading torch-2.7.0-cp310-cp310-manylinux_2_28_x86_64.whl (865.2 MB)

- H L HL

University of Stuttgart 21/05/2025 13



Training Experiments

One Failed Experiment

Two Extended Experiments based on Failure



Direct preference optimization: Your language model is secretly a reward

model
R Rafailov, A Sharma, E Mitchell... - Advances in ..., 2023 - proceedings.neurips.cc
u ... of human preferences and then use RL to optimize a language ... optimize a language model
B as I cs to adhere to human preferences, ... We propos}a Direct Prelere?ce Optimization (DPO), an ..
ir Save DY Cite Cited by 3917 Related articles All 15 versions 9
Direct Preference Optimization (DPQO) (2023)
Policy odel ® PU rpose —_
Maximize the difference between preferred and rejected
answers
p— > Expected:
- Preferred answer’s score 1 (policy model prefers)

Preference Data
Preferred / Undesired

(Frozen) «  Rejected answer’s score | (policy model rejects)

Reference Model

o (Yo | 2) mo(y | z)
Lopo(Te; Teet) = =Bz e ngcr(,B log —~Zw =) og AT )
Dp ( b I‘E) (I"y&yg} D Trref(yu ‘ LE)J i ?Tref(yz ‘ ﬂ:}!
| Preferred a?:;wer’s score Rejected a;wer‘s score_ [1]

— 1,(y|x): Probability of completion (y) given prompt (x) under the trainable model (Policy Model)

— T,.¢(¥|x): Probability of completion (y) given prompt (x) under the fixed reference model (usually the SFT model)
— f: A temperature or scaling factor controlling how strongly you punish the rejected output

—loga(+): A binary cross-entropy on the log-odds difference

(y,: Preferred answer, y;: Rejected answer)

University of Stuttgart 21/05/2025 15



Training Experiment
Experiments execution

Loss Tokens seen
0 100000 200000 300000 400000
i i

Batch Size 2 —— Training loss
0.6 7 — -~ Validation loss
gradient accumulation steps 8
wn 0.4 7
7]
Epoch 1 =
0.2
Learning Rate 3e-6
0.0-1 ,
Beta 0.3 0 1
Epochs
“ Text Format MMLU Benchmark (College Physics)
Original Model 30 = 29.4%
DPO FT Model 3.01¢ 30.4%

University of Stuttgart 21/05/2025 16



Training Experiment Preference Pairs

. . preferred:
EXpe rlmentS EXGCUtIOﬂ Step 1: The magnetic force on a current-carrying wire is given by F = B/Lsin¥, where [/ is the current, L
is the length, B is the magnetic field strength, and & is the angle between the wire and the magnetic
question: A wire of length 2m carries a current of 5A and is placed in a field. _ e
uniform magnetic field of 0.3T. The wire makes an angle of 30° with /S_\t:sr:lvzé:{;,\f 2m *0.3T *sin(30%)=5%2%0.370.5 = 1.5N.
the magnetic field. What is the magnitude of the magnetic force on o
the wire?
rejected:
Step 1: The magnetic force on a current-carrying wire is F = BlLcost
Step 2: F=5A *2m * 0.3T * cos(30°) =5 *2 *0.3 *0.866 = 2.6N.
IAnswer:2.6N
Original Model Response Identical DPO Fine-tuned Model Response
Step 1: Recall the formula for the magnetic force on a current-carrying wire in a magnetic field. Step 1: Recall the formula for the magnetic force on a current-carrying wire in a magnetic
[The magnetic force on a current-carrying wire in a magnetic field is given by the formula F = field. The magnetic force on a current-carrying wire in a magnetic field is given by the
BlLsinG, where F is the magnitude of the force, B is the magnitude of the magnetic field, / is the formula F = BILsind, where F is the magnitude of the force, B is the magnitude of the
current in the wire, L is the length of the wire, and ¥ is the angle between the wire and the magnetic field, / is the current in the wire, L is the length of the wire, and ¥ is the angle
Imagnetic field. between the wire and the magnetic field.

Step 2: Plug in the given values into the formula. We are given that B=0.3T, | =5A, L =2m, and & | [Step 2: Plug in the given values into the formula. We are given that B=0.3T, /| =5A, L =2m,
= 30°. Plugging these values into the formula, we get F = 0.3T * 5A * 2m * sin30°. land ¥ = 30°. Plugging these values into the formula, we get F = 0.3T * 5A * 2m * sin30°.

Step 3: Evaluate the expression. We know that sin30° = 0.5, so we can simplify the expression to F| [Step 3: Evaluate the expression. Since sin30° = 0.5, we have 0.3T * 5A *2m *0.5=0.3 * 5
E0.3T *5A * 2m * 0.5. * 2 * 0.5 =3N.

Step 4: Perform the multiplication. Multiplying the numbers together, we get F = 3N. The final answer is: 3”

The final answer is: 3"

Reasoning Failed

University of Stuttgart 21/05/2025 17




Training Experiments

One Failed Experiment

Two Extended Experiments based on Failure



Training Experiments
Improving Direct Preference Optimization: Extended Approaches

Smaug: Fixing failure modes of preference optimisation with dpo-positive
D P 0 APal, D Karkhanis, § Dooley, M Roberts. .. - arXiv preprint arXiv ..., 2024 - arxiv.org

ngn ... Using these insights, we design DPO-Positive (DPOP), a new loss function and training
° D P O- POS 't've ( D P O P) (2 024) procedure which avoids this failure mode. Surprisingly, we find that DPOP outperforms DPQ and ...

vr Save U0 Cite Citedby 123 Related articles All 2 versions 99

Tret (Yo |T) )
Wﬁ'(y-w|w)

M -

ty 1/ 14

Penalty Term

o (Yo | ) o 6 (yiz)

— A -max(0,lo
Trrc_-i'(yw|$) ?Tri'i'[:yf- ‘E) [: o8

EL‘}PUP (:‘Tﬂf; :‘T:L-[') — _E[.e'.,:,r_: ) ~D ]-'Dg a .3 ]-Dg

Penalty term activates only when the reference scores the preferred response higher than the policy,
boosting its probability.

DPO-Shift: Shifting the Distribution of Direct Preference Optimization
XYang, F Jiang, Q Zhang, L Zhao, X Li - arXiv preprint arXiv:2502.07598, 2025 - arxiv.org

... introduce DPO-Shift to controllably shift the distribution of the chosen probability. Then, we

If A — 1 > D P 0 show that DPO-Shift ... Furthermore, we demonstrate the superiority of DPO-Shift over DPO on ...
1 - —
° D PO-S h Ift (2025) shlft Y7 Save U Cite Related articles 59

o (Y | ) (Y | )
— (Ashifr) log ————=
?rrcf{ytu =L) ( hft) & ﬂ'ref(yi | 5'3'1

~
Shift Penalty

Lppo-shit (765 Tret) = — E{&:,y,;..y;}«uﬂ log U(.ﬁ log
[5]

Reducing the impact of the rejected response in the loss calculation by scaling the term representing
the rejected response's log-probability ratio (relative to the reference model) with a factor f(A) less than 1

University of Stuttgart 21/05/2025 19



Training Experiments fomalns w):Emyul__w[loga(ﬁ g MWel2) ) m(u|2) )]

Wre.f(yw | 37) Wref('yi | :1'2)
—_———

Experiments ExeCUtion - Validation LOSS Preferred answer’s score Dispreferred answer’s score,

epoch = 1, learning rate = 3e-6

Validation Loss vs. Training Steps (Content Dataset)

0.1
—a DPOP (8=0.30, dp=50)

o 3 HROSHTEF 635, a9
. e e

Training Steps
* The model under different methods show decreasing validation loss, indicating learning

« DPO-Shift (green) shows the lowest final validation loss.

* DPOP (orange) stabilizes at a higher loss.
University of Stuttgart
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Training Experiments
Reasoning Quality

guestion: A wire of length 2m carries a current of 5A and is placed in a
uniform magnetic field of 0.3T. The wire makes an angle of 30° with
the magnetic field. What is the magnitude of the magnetic force on
the wire?

DPOP Fine-tuned Model Response (Beta=0.3, 4,,,,=50)

Preference Pairs

preferred:

Step 1: The magnetic force on a current-carrying wire is given by F = BlLsing, where I is the current, L
is the length, B is the magnetic field strength, and ¢ is the angle between the wire and the magnetic
field.

Step 2: F=5A *2m *0.3T *sin(30°)=5 *2 *0.3 *0.5 = 1.5N.

IAnswer:1.5N

rejected:

Step 1: The magnetic force on a current-carrying wire is F = BlLcos®
Step 2: F=5A *2m * 0.3T * cos(30°) =5 *2 * 0.3 * 0.866 = 2.6N.
IAnswer:2.6N

Step 1: To find the magnitude of the magnetic force on the wire, we can use the formula F
= BlLsinG, where F is the magnitude of the force, B is the magnitude of the magnetic field, /|
is the current in the wire, L is the length of the wire, and ¥ is the angle between the wire
and the magnetic field.

Step 2: Given that the length of the wire is 2m, the current is 5A, the magnetic field
strength is 0.3T, and the angle between the wire and the magnetic field is 30°, we can
substitute these values into the formula.

Step 3: Plugging in the given values, we get F = 0.3T * 5A * 2m * sin30°

Step 4: We know that sin30° = 1/2, so the equation becomes F = 0.3T *5A *2m * %

Step 5: Simplifying this, we get F = (0.3)(5)(2)(1/2) = 1.5N

Step 6: Therefore, the magnitude of the magnetic force on the wire is 1.5N

The final answer is: 1.5

University of Stuttgart

DPO-Shift Fine-tuned Model Response (Beta=0.3, 1,,,=0.75)

Step 1: The magnetic force on a current-carrying wire in a magnetic field is given by the equation
F =1ILXB
where | is the current, L is the length of the wire, and B is the magnetic field.

Step 2: Since the wire is placed in a uniform magnetic field, the force will be perpendicular to both
the wire and the magnetic field. The magnitude of the force can be calculated using the formula F =
/L Bsing, where ¥ is the angle between the wire and the magnetic field.

Step 3: Given that the length of the wire is 2m, the current is 5A, the magnetic field is 0.3T, and the
angle between the wire and the magnetic field is 30°, we can plug these values into the formula to
find the magnitude of the force.

Step 4:

F = ILBsin® = (5A)(2m)(0.3T)sin30° = (5)(2)(0.3) (1/2) = 1.5N

IAnswer:1.5N
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Evaluation and Quantitative Analysis

Benchmark
Perplexity Comparison

Text Format Evaluation



*  high_school_physics: 173 +  global_facts: 115
*  college_physics: 118 «  formal_logic: 145
*  econometrics: 131 *  business_ethics: 116

Evaluation and Analysis
Benchmark DPO-Shift TOTAL: 798 Benchmark Data

Benchmark: sum_Llama-3.1-8B-Instruct_DPOSHIFT_content_benchmark_Ir3.0e-06_b0.30_shift0.75.json

Emm Original
W Fne-tuned
0.7 4 0.690 0.690

Accuracy

Subject

The DPO-shift fine-tuned model does not suffer from catastrophic forgetting, and it achieves
approximately a 5% marginally increase in accuracy on “college physics”.
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0.6 9

Accuracy
o
=

014

Evaluation and Analysis

Benchmark
DPO

Benchmark: sum_Llama-3.1-8B-Instruct_ DPO_content_benchmark_Ir3.0e-06_b0.30.json

H Original
I fine-tuned
0.690 0680
0434 04M
0305 gags 0234 0298 0298
& O & e & g
$ & & ¢ ¢ &
N N & N Y (2
9 9 d i 9
$ $ § § ¢ 5
o W & ® &
4 @
N g
"\\Q
Subject

0.7

0.6

0.59

Accuracy
=
=

e
o

0.2

0.1

0.0-

*  high_school_physics: 173 +  global_facts: 115
*  college_physics: 118 «  formal_logic: 145
*  econometrics: 131 *  business_ethics: 116

TOTAL: 798 Benchmark Data
DPOP

Benchmark: sum_Llama-3.1-8B-Instruct_DPOP_content_benchmark_Ir3.0e-06_b0.30_dp50.0.json

B Original
I fine-tuned

0690 gy

0440 0444 0448

0298 0298

Subject

«  Both DPO and DPOP fine-tuned models do not exhibit significant catastrophic forgetting.

University of Stuttgart

21/05/2025 24



Evaluation and Analysis
Index of Evaluation

—

MMLU Benchmark Generalization and Catastrophic Forgetting

Result Evaluation 7 Quantitative Metrics — Perplexity (How confident the model on the response)

_ Model Response — LLM-as-a-Judge on Text Format Evaluation

» Model Response — LLM as a Judge ‘
Gemini 2.5 Flash

T T S

how well the response’s structure, wording, and presentation align with the expected

Text Format (1-5) answer

University of Stuttgart 21/05/2025 25



Evaluation and Analysis

Perplexity Comparison

PPL(W) — P(wliwh* . ?wﬁ.")_!‘_r

1

» Perplexity measures how confident a language model is about a given text.
« Lower PPL = Higher Confidence - Better understanding and fluency.

_ PPL of Self-generated PPL of Preferred

Before Training
(Reference Model)

After DPO Fine-Tuning
(DPO Policy Model)

After DPOP Fine-Tuning
(DPOP Policy Model)

After DPO-Shift Fine-Tuning
(DPO-Shift Policy Model)

\_

2.3953 -
2.6235 ¢
2.7680 ¢

3.2302 ¢

J

12.6434 -
14.4081 ¢

12.4052 |

9.5019 |
-

J

« DPO-Shift shows the highest confidence on preferred text (lowest PPL)
« Trade-off: All fine-tuning increases self-generated PPL, DPO-Shift increases the most.
Improved preference alignment (especially DPO-Shift) may impact general generation in varied

ways.

University of Stuttgart
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Evaluation and Analysis

Text Format Evaluation > Text Format Score: 1-5
| Model | TextFomat
Original Model &l =
DPO FT Model 3.011
DPOP FT Model 2.99 )
DPO-Shift FT Model 3.831%

«  DPO-Shift Excels in Response Text Formatting

» Achieves the highest score (3.83) in aligning response structure, wording, and presentation with
desired formats

» Significantly improves upon the original model (3.0) and other DPO methods
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Overall Results

LLM Text MMLU College
m Physics °

o)
14.4081 2.6235 9 3.01 1‘ 30.4%
DPOP 12.4052 2.7680 299 l 30.4%

i o)
DPO-Shift 9.5019 ~ 3.2302 3.83 1‘ = 34.3%

« DPO-Shift Dominates Key Metrics: Achieves best perplexity on preferred (9.5019), and the highest
LLM Format score(4.14)

* Key Trade-off: Highest PPL on Self-generated for DPO-Shift

«  DPO-Shift's higher MMLU College Physics score (34.3%) indicates it can better display its learned
knowledge in general benchmarks that don't enforce strict output Text formats.
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Findings and Outlook

* Findings
» DPO-Shift fine-tunes model’s “Text Format” and “MMLU Reasoning” the best.

» DPO-Shift Leads in Quality & Alignment: Achieves top LLM Judge scores and PPL on preferred
responses, effectively learning “Preferred Text Formats” and “Reasoning.”

» Preference Tuning: Key Trade-offs & Stability
o All DPO methods increase PPL on self-generated text (generality trade-off), especially DPO-Shift.

*  Qutlook

» Enhance Dataset Quality & Diversity
Enhance preference dataset quality (synthesis, verification, diversity) for improved real-world model
performance. Add randomness in rejected data.

» SFT on specific domain first: Using SFT for initial knowledge/pattern alignment before DPO-Shift to
enhance domain-specific learning and expression.
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