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Motivations

KMS Benefits:

• Efficiency: Streamline reuse of IAS researches.

• Ease: Minimize supervisor workload.

• Collaboration: Better synergy in industrial automation domain.
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Navigating through massive volumes of previous research.

[1]
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KMS Demo Video
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Two Project Focuses

25/10/2023

• Design & Implementation: 

Knowledge Management System development

KMS integrated with LLM Benchmark for evaluating LLMs

• Scientific Research Focus: 

LLM performance evaluation
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Basis

Large Language Models

The Transformer Architecture (2017) [3]

• Attention Mechanism

25/10/2023

Overview of three LLMs
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Embedding LLM
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smaller text chunks

student theses
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User Interface

User Input Area

Chat Area

Reference 

Section
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Implementation Result
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Interpretation by LLM

Implementation

• Response generated by KMS learning from the database.

• Response generated by KMS when no relevant information was 

found in the database.

25/10/2023

The ability to reject unknown question



University of Stuttgart, IAS 13

Similarity Search

Implementation

Reference to the Source Documents

25/10/2023

Similarity Search Result

Retrieved text
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Generating Questions Related To Industrial Automation

Evaluation Dataset Creation

• Evaluation Dataset 

• Derived from ETFA 2022 concepts.

• Result: Over 900 questions across 

industrial automation fields.
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976 

Questions

25/10/2023

Evaluation Dataset Creation

Benchmark Development for Assessing Different LLMs

• Intuitive Human-Robot Interaction

• Human-Robot Interaction Framework

• Assistant Robotics Framework

• Safe and Intuitive Interaction for Robotics

• How can human-robot interaction be made more intuitive?

• What is the Human-Robot Interaction Framework?

• What is the purpose of the Assistant Robotics Framework?

• How can robotics be designed to ensure safe and intuitive 

interaction with humans?

ETFA titles
Question 

Dataset
gpt-4

(generate concepts)

batch

batch

batch

batch

gpt-4

(filter out 

duplications)

gpt-4

(generate questions)

Fetch titles concepts New concepts

2nd iteration

• ...

• Intuitive Human-Robot Interaction

Preprocessing Concepts Generation Duplication Removal Questions Generation Dataset Output
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Evaluation of the Large Language Models

25/10/2023

• Quantitative metrics (Grading with 0-5)

How to calculate 

these metrics?

Evaluation Criteria

Coherence

Relevance

CompletenessCorrectness

Critical comment strength

Solid ideas 

survive criticism

➢ The more reasonable the criticism is, the poorer the answer is.
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gpt-4 as the Judge

Evaluation of the Large Language Models

<<Judging LLM-as-a-judge with MT-Bench and Chatbot Arena>> (Jul. 2023): 
“...GPT-4 can achieve an agreement rate of over 80%, 
on par with the level of agreement among human experts.”

25/10/2023

Question in Test set

Prompt

gpt-4

Generated Answer 

by LLM

JSON fileRate Score

Evaluate the following answer to the question critically. Provide 
a comment that critically analyzes the answer's quality. 
After your comment, rate the answer based on the critical 
strength of your comment.

Expert evaluation
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Results

Evaluation of the Large Language Models

Generative 

models

Coherence Relevance Completeness Correctness Critical 

comment 

strength

gpt-3.5-turbo 99.0 99.2 96.8 98.7 57.2

LlaMA-2-7B 90.0 80.0 83.5 66.9 15.9

LlaMA-2-70B 97.8 93.0 99.0 87.0 41.8

GPT4 

(reference)

100 100 100 100 100

LLM response evaluation results

25/10/2023

100 samples

1500 evaluations
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Results Visualization

• gpt-3.5 has a better performance than 

Llama-2 in most dimensions.

• Llama-2-7B has a relatively bad 

performance due to its limited training 

data.

• gpt-4 is capable of ‘judging’, and 

providing critical insights.

25/10/2023
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Summary:

• A KMS is developed

• Easier information retrieval.

• Evaluation Benchmark

• Synthetic questions.

• Evaluation metrics.
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Summary and Outlook

Outlook: 

• Benchmark used for evaluating new LLMs 

in the future.

25/10/2023

Limitation: 

• Only 31 theses in the KMS database.
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Chat with KMS

• Database contains research theses at IAS.

• Information retrieval in specific domain.
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Chat with LLM

• A vast ocean of generalized knowledge.

• Lack of help in newest specific knowledge domain.

Two Scenarios

LLM as Knowledge Manager 

25/10/2023
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