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Motivations

Q Navigating through massive volumes of previous research.

KMS Benefits:
- Efficiency: Streamline reuse of IAS researches.
- Ease: Minimize supervisor workload.

» Collaboration: Better synergy in industrial automation domain.
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KMS Demo Video

Home

Chat With Thesis Heat Map Benchmark

What is Large Language Mode |
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Two Project Focuses

Design & Implementation: « Scientific Research Focus:

Knowledge Management System development LLM performance evaluation
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KMS integrated with LLM Benchmark for evaluating LLMs
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Basis

Large Language Models
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Conceptual Design
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B What is a digital twin?

A digital twin is an executable virtual model of physical equipment that can be continuously updated throughout its lifecycle. It represents the properties, condition, and
behavior of the physical object through madels and data. It provides real-time information for decision-making and can make predictions about the future behavior of the

physical object. The digital twin acts as a bridge between the virtual world and the real physical world, allowing analysis of physical entities and enabling applications such as
virtual commissioning, fault prediction, and reconfiguration planning.

* Response generated by KMS learning from the database.

E How can | make lasagna?

The ability to reject unknown question

a I'm sorry, but | am tuned to only answer questions related to the provided context.

+ Response generated by KMS when no relevant information was
found in the database.
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Implementation
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Evaluation Dataset Creation
Generating Questions Related To Industrial Automation

International Conference on Emerging Technologies and Factory Automation (ETFA)

Copy Persistent Link Browse Title List Sign up for Conference Alerts

Proceedings All Proceedings  Popular

2022 IEEE 27th International Conference on Emerging Technologies and Factory Automation (ETFA)
6-9 Sept. 2022

Search within results ﬂ Download PDFs [ ltems Per Page ~ |

Showing 1-25 of 270

- Evaluation Dataset
* Derived from ETFA 2022 concepts. ) Select All on Page Sontey
O 5G RAN Slicing to Support Reliability in Industrial Applications ]

® Resu It: Over 900 q u eSti Ons acrOSS Auther v Md Mamunur Rashid; M. Carmen Lucas-Estaf; Miguel Sepulcre; Javier Gozalvez

Publication Year: 2022, Page(s): 1 - 4

. . . . Affiliation v
industrial automation fields. vt v B ©
Quick Links . C o . P . . .
O A bi-directional Interface enabling cross-disciplinary Engineering with RAMI 4.0 and o
Search for Upcoming AutomationML
Conferences Christoph Binder; Christian Neureiter; Arndt Lider

Publication Year: 2022, Page(s): 1 - 4
IEEE Publication

Recommender v Abstract HTML B§ ©

IEEE Author Center

O A Blueprint Of Digital Twins In High Volume Production Environments Using The Asset o
Administration Shell

Sascha Gartner; Alexander Brandstetter; Michael Oberle

Publication Year: 2022, Page(s): 1 - 7

Proceedings

University of Stuttgart, IAS 25/10/2023 15



Benchmark Development for Assessing Different LLMs
Evaluation Dataset Creation

A framework for safe and intuitive human-robot interaction for assistant robotics

¢ Intuitive Human-Robot Interaction

* Human-Robot Interaction Framework

* Assistant Robotics Framework

« Safe and Intuitive Interaction for Robotics

¢ Intuitive Human-Robot Interaction

Fetch titles!
ETFA titles

gpt-4
(generate concepts)

concepts

batch P>
batch P> t-4 New concepts _
(fiﬁgr out > gpt-4 Question
duplications) (generate questions) Dataset

2nd iteration

)\ J\ J J
| | | | |
Preprocessing Concepts Generation Duplication Removal Questions Generation Dataset Output

* How can human-robot interaction be made more intuitive?
976 * What is the Human-Robot Interaction Framework?
Questions * What is the purpose of the Assistant Robotics Framework?

University of Stuttgart, IAS

* How can robotics be designed to ensure safe and intuitive

interaction with humans?
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Evaluation of the Large Language Models
Evaluation Criteria

* Quantitative metrics (Grading with 0-5)

Solid ideas

survive criticism Coherence

How to calculate

Critical comment strength Relevance these metrics?

Correctness Completeness

» The more reasonable the criticism is, the poorer the answer is.

University of Stuttgart 25/10/2023 17



Evaluation of the Large Language Models

gpt-4 as the Judge <<judging LLM-as-a-judge with MT-Bench and Chatbot Arena>> (Jul. 2023):
“...GPT-4 can achieve an agreement rate of over 80%,
on par with the level of agreement among human experts.”

Evaluate the following answer to the question critically. Provide
a comment that critically analyzes the answer's quality.

After your comment, rate the answer based on the critical
strength of your comment.

Question in Test set

Expert evaluation Rate Score JSON file
A
Generated Answer
"question”: "44.\tWhat is AutomationML2",
answer™”: "AutomationML (Autoregressive Machine Learning) is a type of machine learning algorithm that is specifically designed for time series forecasting tasks. It is a type of neural netw
"rate": 1.0,
“comment™: "The answer provided seems well-structured and detailed, but it is misleading and incorrect.

The answer actually describes a form of Machine Learning algorithm incorrectly labeled as AutomationML when in fact AutomationML stands for Automation Markup Language,
not Autoregressive Machine Learning. AutomationML is an open initiative to create an open, non-proprietary, XML-based data format as an interface for plant engineering tools.

It aims to simplify the exchange of plant design and control information between different engineering tools used in plant design and operation.It combines and integrates different establish

University of Stuttgart 25/10/2023 18



Evaluation of the Large Language Models

100 samples
Results 0

1500 evaluations

Coherence | Relevance | Completeness | Correctness | Critical
comment

| | | |strength

Generative
models

gpt-3.5-turbo  99.0 99.2 96.8 98.7 57.2 |
LlaMA-2-7B 90.0 80.0 83.5 66.9 15.9
LlaMA-2-70B 97.8 93.0 99.0 87.0 41.8

GPT4 100 100 100 100 100 ]
(reference)

LLM response evaluation results
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Results Visualization

——gpt-35-turbo =——LlaMA-2-7B  —LlaMA-2-708  ° 9Pt-3.5 has a better performance than
Llama-2 in most dimensions.

* Llama-2-7B has a relatively bad
1%8herence performance due to its limited training
data.

* gpt-4 is capable of ‘judging’, and
providing critical insights.

Critical comment strength Relevance

Correctness’ Completeness
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Summary and Outlook

Summary:

 AKMS is developed

e Easier information retrieval.

« Evaluation Benchmark

» Synthetic questions.

» Evaluation metrics.

University of Stuttgart, IAS

Limitation:

* Only 31 theses in the KMS database.

Outlook:

« Benchmark used for evaluating new LLMs

in the future.

25/10/2023
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LLM as Knowledge Manager
Two Scenarios

Chat with LLM

+ A vast ocean of generalized knowledge.

« Lack of help in newest specific knowledge domain.

"id": 13,
"question": "\tHow can human-robot interaction be made
"answer": "There are several ways in which human-robot

\n\nl.
\n\n2.

\n\n3.
\n\n4.
\n\n5.
\n\n6.

more intuitive?",
interaction can be made more intuitive:

Natural Language Processing: Integrating robust
Gestures and Expressions: Incorporating sensors

natural language processing capabilities in robots can enable them to understand and respond to human commar
and cameras that can detect human gestures and facial expressions can enable robots to interpret non-verbal

Simplified Interfaces: Designing user interfaces with simplicity in mind helps in making the interaction more intuitive. Avoiding complex menus and excessi
Visual Feedback: Providing visual feedback to users helps in creating a better understanding of the robot's actions and intentions. Displaying information ¢
Context Awareness: Robots that can understand and adapt to the context in which they are operating can provide more intuitive interactions. By perceiving tt
Personalization: Allowing users to personalize the robot's behavior and appearance can enhance the intuitive connection between humans and robots. Customiz

\n\n7. Training and Learning: Implementing machine learning algorithms can enable robots to learn from user interactions and adapt their behavior accordingly. Thi
\n\nOverall, combining advances in technology with user-centered design principles can significantly enhance the intuitive nature of human-robot interaction. The
"rate”: 5.0
"comment™: :The answer is coherent and well-organized. The writer strategically structures the different methods to make human-robot interaction more intuitive ini
-
Chat with KMS
 Database contains research theses at IAS.
* Information retrieval in specific domain.
"id": 13,
"question”: "\tHow can human-robot interaction be made more intuitive?\r",

"answer": "Based on the given context, it is not directly mentioned what can be done to make human-robot interaction more intuitive.
"rate": 1.0,
"comment": "The given answer is not coherent with the question asked. Instead of providing any suggestions or insights on how human-i

University of Stuttgart, IAS
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