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Current solution to achieve LLM customization
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Introduction

09/09/2024

Customization of LLM

incontext Learning(Prompting)

Retrieval Augmented Generation(RAG)

Fine-tuning

✓easy to achieve high 

performance

✓easy to achieve high 

performance

➢hard to achieve high performance,but:

•fast inferencing[1]

•Low resource consumption by inference

•safety

How to finetune an LLM?

Question



Scenario:Pharmaceutical Manufacturing
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Use Case

09/09/2024

Proof the feasibility of Fine-tuning

POC

Actual pharmaceutical 

industry processes A production process of 

a medicine(ibuprofen)

Customization of LLM

Fine-tuning Extracted 

QA Chatbot

• Reaction Formulas

• Description

• Function

• Conditions of reaction

• Reactant properties

• Influential factors

• Academic papers 

• Patent Specification 

• Authoritative databases

• etc.



Basics

⚫ Incontext Learning(Prompting)

⚫ Retrieval-Augmented Generation (RAG)

⚫ Fine Tuning
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incontext Learning(Prompting)

09/09/2024

Characteristic of incontext learning in Customized LLMs

• No need to change model parameters

• Fast and easy to deploy

• High requirements on example design

In 2020
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Retrieval-Augmented Generation (RAG)

09/09/2024

Characteristic of RAG in Customized LLMs
• No need to change model parameters

• Suitable for knowledge-intensive tasks

• High requirements for the retrieval system

In 2021
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Literature Review

Fine-tuning Approach

23/04/2025

[2] Proximal Policy Optimization(PPO) [3] Prompt Tuning [4] Adapter Tuning

[5] Reinforcement Learning from Human Feedback [6] Supervised Fine-tuning+incontext 

learning(prompting)

In 2022
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Supervised Fine-Tuning

09/09/2024

Training mechanism of SFT
• Forward Propagation

• Backward Propagation

Input Prompt
Embedding+all 

Transformer Blocks
Prediction output

Loss(Cross-Entropy) 

between output and 

true label

Calculate gradient 

(∂Loss/∂Parameter)

Gradient passed 

from output layer to 

embedding layer

Update Parameters 

E
m

b
e

d
d

in
g

s
la

y
e

r

O
u

tp
u

t L
a
y
e

rr

Transformer Layers

Prompt

prediction 

tokens

ground 

truth

Loss



Training experiment design
⚫ Base model

⚫ Training resources

⚫ Training Data

⚫ Experiments execution
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Base Model

09/09/2024

GPT-4o-mini vs. Qwen2.5-7B-Instruct

index GPT4o-mini Qwen2.5-7B-Instruct

Model parameter size about 8B 7B

Developer OpenAI(2024) Alibaba(2024)

Call resource 

consumption
$0.26 /1M  tokens $0.03/1M  tokens

Max. Context length 128k 32k

Specialize in task types

Question answering

programming tasks

reasoning tasks

Question answering

dialogue generation

Pre-Trained data source
Wide range

Covering many fields

Wide range

Covering many fields

Focus on Chinese corpus
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Training resources

09/09/2024

➢ Cloud Computing Platform:Runpod

➢ Fine-tuning Platform:LLaMa-Factory

➢ Training environment configuration:

➢ 70GB disk volume for each check-point step of 16-bit quantized model

• For Qwen2.5-7B-Instruct

• For GPT-4o-mini

➢ Fine-tuning Platform:OpenAI Platform

GPU 2 x A100 SXM

vRAM 160GB

pytorch version 2.4.0

python version 3.11

CUDA 12.4.1

Ubuntu 22.04

Upload datasets to 

OpenAI Platform

Create fine-tuning task 

via API

Set fine-tuning 

hyperparameters
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Training Data(1/2)

09/09/2024

PDF-synthetic dataset

Knowledge documents of

pharmaceutical production

Extraction

87 Extracted 

question topics

Input

LLM:GPT-4o

Knowledge:In the 

preparation reaction 

of 1-bromo-4-

isobutylbenzene, 

after the addition of 

bromine, the 

reaction 

temperature was 

slowly raised to 

40°C at 8°C/min and 

the reaction was 

continued for 2h.

Knowledge:In the 

coupling reaction, 

the molar ratio of 

1-bromo-4-

isobutylbenzene 

to nickel catalyst 

is 1:0.1.

Knowledge:The 

first reaction step 

involved in the 

ibuprofen 

preparation 

process is the 

preparation of 1-

bromo-4-

isobutylbenzene.

Generate

PDF-synthetic 

dataset:155 QA 

pairs

"question": "What are the steps involved 

in the ibuprofen production process?"

 "answer": "The ibuprofen production 

process involves three main steps: 1. 

**Bromination**: (...)2. **Coupling**: (...)3. 

**Hydrolysis**: (...)"

 

Where does the fine-tuning data come from?

Question PDF-synthetic dataset

Knowledge-distillation dataset
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Training Data(2/2)

09/09/2024

Knowledge-distillation dataset

Knowledge documents of

pharmaceutical production

Extraction

discuss about a  

knowledge topic

Input Output

Knowledge-distillation 

dataset:1730 instruction-

output pairs

GPT  Expert A

"GPT A": "Explain the role of bromine in the bromination 

reaction during the preparation of 1-bromo-4-

isobutylbenzene."

 "GPT B": "This reaction is an electrophilic aromatic 

substitution where bromine acts as the electrophile. The 

light or UV conditions facilitate the formation of bromine 

radicals, which attack the electron-rich aromatic ring of 

isobutylbenzene."

 

knowledge 

items as topic

Dialogue

Where does the fine-tuning data come from?

Question PDF-synthetic dataset

Knowledge-distillation dataset

GPT  Expert B
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Training Data

09/09/2024

index PDF-synthetic dataset Knowledge-distillation dataset

Sample number

155

trainset(101)

validation set(30)

testset(25)

1,730

Trainset(1,440)

validation set(180)

testset(110)

Dataset size 12,764 172,113

Dataset Format
JSONL

sharegpt

JSONL

sharegpt

Dataset comparison
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Experiments execution

09/09/2024

• GPT4o-mini with PDF-synthetic dataset

• GPT4o-mini with Knowledge-distillation dataset

• Qwen2.5-7B with Knowledge-distillation dataset

• Best performance of 6 experiments:

• Exp1:Epoch=1,Batch_size=1,Learning_rate=1.8e-5

• Exp2:Epoch=3,Batch_size=1,Learning_rate=1.8e-5

• Exp3:Epoch=5,Batch_size=1,Learning_rate=1.8e-5

• Exp4:Epoch=3,Batch_size=2,Learning_rate=1.8e-5

• Exp5:Epoch=3,Batch_size=4,Learning_rate=1.8e-5

• Exp6:Epoch=3,Batch_size=1,Learning_rate=1.0e-5

• Best performance of 6 experiments:

• Exp1:Epoch=1,Batch_size=1,Learning_rate=1.8e-5

• Exp2:Epoch=3,Batch_size=1,Learning_rate=1.8e-5

• Exp3:Epoch=5,Batch_size=1,Learning_rate=1.8e-5

• Exp4:Epoch=3,Batch_size=2,Learning_rate=1.8e-5

• Exp5:Epoch=3,Batch_size=4,Learning_rate=1.8e-5

• Exp6:Epoch=3,Batch_size=1,Learning_rate=1.0e-5

• Best performance of 6 experiments:

• Exp1:Epoch=1,Batch_size=1,Learning_rate=1.8e-5

• Exp2:Epoch=3,Batch_size=1,Learning_rate=1.8e-5

• Exp3:Epoch=5,Batch_size=1,Learning_rate=1.8e-5

• Exp4:Epoch=3,Batch_size=2,Learning_rate=1.8e-5

• Exp5:Epoch=3,Batch_size=4,Learning_rate=1.8e-5

• Exp6:Epoch=1,Batch_size=1,Learning_rate=1.0e-5

hyperpar

ameters

GPT4o-

mini

+PDF 

synthetic 

datase

GPT4o-

mini+Kno

wledge-

distillatio

n dataset

Qwen2.5-

7B+Knowledg

e-distillation 

dataset

epoch 3 1 1

batch_size 1 1 1

learning_rat

e
1.8e-5 1.8e-5 1.0e-5



Testing and Evaluation
⚫ Question answering quality (LLM-as-a-judge)

⚫ Task solving (success rate)
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Test & evaluation method

09/09/2024

Metrics Description

Factual Accuracy(0-10) Is the answer correct and consistent with the reference?

Completeness(0-10) Does the answer cover the main points?

Clarity(0-10) Is the answer clear and well-structured?

➢ Scoring Criteria

➢ Question answering quality 

➢ LLM as a Judge[7] 
"question": "How are ibuprofen esters prepared?"

 "reference answer": "(...)The process involves mixing nickel 

chloride hexahydrate, 2,2'-bipyridine, sodium chloride, 

manganese powder, and triethylamine hydrochloride in 

tetrahydrofuran under nitrogen at 40°C. This mixture is then 

combined with 1-bromo-4-isobutylbenzene and methyl 2-

chloropropionate, and the reaction proceeds at 40°C for 12 

hours. (...) 

"answer before SFT": "(...)This process usually involves the 

use of a catalyst, such as sulfuric acid, under reflux conditions 

to promote the reaction. The reaction can be conducted by 

combining ibuprofen with a suitable alcohol (like methanol, 

ethanol, or isopropanol), leading to the formation of ibuprofen 

esters. Post-reaction, purification methods like distillation or 

chromatography may be employed to isolate the desired ester."

 

"answer after SFT": "(...)Ibuprofen esters are prepared through a 

nickel-catalyzed coupling reaction. 1-bromo-4-isobutylbenzene is 

coupled with methyl 2-chloropropionate using nickel(0) catalyst, 

ligands, metal salts, and additives. The reaction occurs in a 

solvent mix of tetrahydrofuran and water under an argon 

atmosphere at 40°C for 12 hours. This forms ibuprofen acid 

methyl ester, with by-products including manganese(0) and 1,3-

dioxide."

 

GPT-4o 

Final score:4

Final score:8
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Test result by training set

LLMs Dataset Improved 

performance

training set

question

GPT4o-mini PDF_synthetic 5.86-->7.29

+14.3%

Knowledge_

distillation
5.86-->7.18

+13.2%

Qwen2.5-7B Knowledge_

distillation
4.40-->6.18

+17.8%

➢ Response before SFT 

➢ Response after SFT 
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Training generalization:Ask questions on the test set 

Generalization

LLMs Dataset Improved performance

training set

question

test set

question

GPT4o-mini PDF_synthetic 5.86-->7.29

+14.3%

5.25-->5.96

+7.1%

Knowledge_

distillation
5.86-->7.18

+13.2%

5.25-->7.29

+20.4%

Qwen2.5-7B Knowledge_

distillation
4.40-->6.18

+17.8%

4.38-->5.58

+12%

How to test the generalizability of models after SFT?

Question

➢ Response before SFT 

➢ Response after SFT 

Verification: Improved training generalization of fine-tuned models
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Test & evaluation method

09/09/2024

original questions GPT-4o Variants

Input Generate

➢ Language generalization:ask different questions on same topic 

➢ Variants generation 

How to test the generalizability of models after SFT?

Question

"original question": "What is the solvent 

used in the preparation of 1-bromo-4-

isobutylbenzene?"

 

"variant 1": " Which solvent is employed 

to prepare 1-bromo-4-isobutylbenzene?"

 

"variant 2": "In the preparation of 1-

bromo-4-isobutylbenzene, what solvent is 

utilized?"

 

Rephrasing



LLMs Dataset Improved performance

training set

question

test set

question

test with 

rephrased 

question

GPT4o-mini PDF_synthetic 5.86-->7.29

+14.3%

5.25-->5.96

+7.1%

5.88-->7.16

+12.8%

Knowledge_

distillation
5.86-->7.18

+13.2%

5.25-->7.29

+20.4%

5.88-->7.31

+14.3%

Qwen2.5-7B Knowledge_

distillation
4.40-->6.18

+17.8%

4.38-->5.58

+12%

3.62-->5.89

+22.7%
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Test result by rephrased question

➢ Response before SFT 

➢ Response after SFT 

Verification: Improved language generalization of fine-tuned models
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Test & evaluation method

09/09/2024

➢ Knowledge generalization:ask for task solving 

 

Question: In the preparation of 1-bromo-4-isobutylbenzene, if you start with 

26.8g (0.2 mol) of isobutylbenzene, how much bromine (Br2) in moles is 

required to ensure the correct molar ratio is maintained?

A. 0.100 mol  

B. 0.200 mol  

C. 0.210 mol  

D. 0.105 mol

Quiz example

How to test the generalizability of models after SFT?

Question

Step 1: From the provided knowledge, the molar ratio of isobutylbenzene to bromine 

is 1:1.05. This means that for every mole of isobutylbenzene, 1.05 moles of bromine 

are required.

Step 2: You start with 0.2 moles of isobutylbenzene. To find the required moles of 

bromine, multiply the moles of isobutylbenzene by the ratio:  

   \[ \text{Required moles of Br}_2 = 0.2 \, \text{mol} \times 1.05 = 0.21 \, \text{mol} \]

Step 3: Therefore, 0.210 moles of bromine are required to maintain the correct molar 

ratio in the reaction. Thus, the correct choice is C.

Reasoning process

success rate

the knowledge is required as an intermediate step
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Test result by task solving

09/09/2024

LLMs Dataset Improved performance

Task Task+

prompting

GPT4o-

mini

PDF_synthetic Success Rate:

58/87-->50/87

Success 

Rate:65/87

Knowledge_

distillation
Success Rate:

58/87-->57/87

Success Rate:

70/87

Qwen2.5-

7B

Knowledge_

distillation
Success Rate:

54/87-->58/87

Success Rate:

70/87

➢ Task solving without prompting 

➢ task solving with prompting 

Verification: The fine-tuned model +  incontextual 

learning(prompting) enhances knowledge generalization



Overall Results
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Orthogonal experiment results

09/09/2024

LLMs Dataset Improved performance

train set

QA

test set

QA

test with 

rephrased 

QA

Task Task+

prompting 

Task(MMLU)

GPT4o-

mini

PDF_synthetic 5.86-->7.29

+14.3%

5.25-->5.96

+7.1%

5.88-->7.16

+12.8%

Success Rate:

58/87-->50/87

Success 

Rate:65/87

56.0-->51.8

-4.2%

Knowledge_

distillation
5.86-->7.18

+13.2%

5.25-->7.29

+20.4%

5.88-->7.31

+14.3%

Success Rate:

58/87-->57/87

Success Rate:

70/87

56.0-->55.5

-0.5%

Qwen2.5-

7B

Knowledge_

distillation
4.40-->6.18

+17.8%

4.38-->5.58

+12%

3.62-->5.89

+22.7%

Success Rate:

54/87-->58/87

Success Rate:

70/87

20.3-->23.7

+3.7%

BioMedLM[8] Clinical cases 

generation 

with GPT-4

3.13 2.71 3.01 Success Rate:

44/87

N.A. N.A.

Models may forget old knowledge or tasks while 

learning a new task.

Catastrophic forgetting?

➢ Conclusion: The phenomenon of catastrophic forgetting is NOT significant



Findings and Outlook



• Achievement:

➢ SFT successfully experimented:

➢ 3 fine-tuned Models:

• language generalization↑,

• training generalization↑,

• knowledge generalization-,

➢ fine-tuning+incotext learning(Prompting):

• knowledge generalization↑

➢ Cost:182€

University of Stuttgart, IAS 28

Findings and Outlook

09/09/2024



University of Stuttgart, IAS 29

Findings and Outlook

09/09/2024

• Findings:

➢ Comparative experiment:knowledge_distillation dataset performs better than PDF synthesis 

dataset

➢ Vertical domain-specific LLM (BioMedLM) does not have sufficient performance in our use case.

➢ In task solving: incontext learning(prompting) outperforms fine-tuning approach

• Outlooks:

➢ Better finetune LLM with all data

➢ Powerful base LLM+incontext learning(prompting)
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