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Introduction
Current solution to achieve LLM customization

- - ; v'easy to achieve high
incontext Learning(Promptin »
p— 9( pting) performance

v'easy to achieve high
performance

Customization of LLM — Retrieval Augmented Generation(RAG) | sl

~ :| Fine-tunin . » »hard to achieve high performance,but:
. 9 «fast inferencing[1]
GummmmmEmsEmananan * *Low resource consumption by inference

ssafety

Question

How to finetune an LLM?
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— POC
Proof the feasibility of Fine-tuning

Use Case

Scenario:Pharmaceutical Manufacturing

PHARMACEUTICAL MANUFACTURING :

1 g Extracted Fme-tunmg
- A-Y-ih-(5 ) »
500 | g
RAW REACTION FILTRATION CRYSTALLIZATION  FORMULATION o=
MATERIALS =
e e E e | :
Actual pharmaceutical o
a medicine(ibuprofen)
* Academic papers + Reaction Formulas
» Patent Specification - Description
* Authoritative databases * Function
. etc. » Conditions of reaction

* Reactant properties
* Influential factors
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Basics

Incontext Learning(Prompting)
Retrieval-Augmented Generation (RAG)

Fine Tuning



incontext Learning(Prompting)

[ In 2020 ]—---) IN-CONTEXT LEARNING

Prompt-based )
learning _, ©)

Augmented
model

1
1
bl e NN L
Input: A Output:X :
Input: B !

1

1

Prompting
} Human involvement
7 wit specialized knowledge

Characteristic of incontext learning in Customized LLMs
* No need to change model parameters
« Fast and easy to deploy

* High requirements on example design
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Retrieval-Augmented Generation (RAG)

[ In 2021 ]————)

(2) Augment ;

(1) Retrieve
H
. = comer -+ comext

(3) Generate

Characteristic of RAG in Customized LLMs
* No need to change model parameters

- Suitable for knowledge-intensive tasks

* High requirements for the retrieval system
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Fine-tuning Approach
Literature Review

Prompta Dataset . Pre-trained | 1 .
| Model Tuning "Vodel i Prompt Tuning H—
| (11B params) | 1 ! Loer
L 1 : Mixed-task
Modsl (RL Policy) 1 Task A Task A Model 1 Batch
22 . : B s ing 1 Batch (11B params) | AT 3 -
e g ; . e 8+ VeJ(8) 1 : — (B: g Pre-Mgz:;ed
I TaskB Task B Model | 1 Ll (11Bp
| Batch (11B params) | | [E
| : Task Prompts
(20K params each) Multi-headed
— e Dice. (7526 W12) || Toama(W12)) I maske Task C Model | !
T + | Batch (Bparams) |V LN T
L ro(y|z) 1 !
I [l
[2] Proximal Policy Optimization(PPO)] [3] Prompt Tuning [4] Adapter Tuning
1
S S ] ————————————— o ——————————— S

In2022  |=> ) :

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimizatio . .
! "write me & poem about oz "l e @ peom Aot . :
,,,,,,,,,, s label rewards the bistnry o jace M M

(L . e S e 5 e v s 2 > o ; -
: = — reward model LM policy » — = —_— final LM = H el | s vl | g ol
= i L . ® Wim 5| —— D = L .
preference data maximum sample completions preferencedata __ . == )\ .
likelihood reinforcement Learning likelihood E E

: In-Context :

: Leamning :

[6] Supervised Fine-tuning+incontext
learning(prompting)

[5] Reinforcement Learning from Human Feedback

N D S ———
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dLoss
ae

8 < 0 — learning rate x

Supervised Fine-Tuning

|T| - . , .
% —p ® WM‘%A\ o prediction

g 47 X 5 tokens

| T oEEosEE o0 T BT :
23K 25 NRIRA KL 57 ~7% - 0ss
A ‘-@?.«Q“/ LR NN «— |IB e
2 $ S g,;:v/’ S g
g 0 £ZZIN0 3 fruth
XY

Transformer Layers

Training mechanism of SFT
* Forward Propagation

i Loss(Cross-Entropy
Embedding+all o
[ InpUt Prompt } - ->[ Transformer Blocks } - -{ Prediction OUtpUt } - . betweenouut and
« Backward Propagation
; radient passed
Calculate gradient
[ (dLoss/dParameter) ]_- = -)l from output layer to l"' ->[ Update Parameters ]
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Training experiment design

Base model
Training resources
Training Data

Experiments execution



Base Model

GPT-40-mini vs. Qwen2.5-7B-Instruct

“ GPT4o-mini Qwen2.5-7B-Instruct

Model parameter size

Developer

Call resource
consumption

Max. Context length

Specialize in task types

Pre-Trained data source

University of Stuttgart, IAS

about 8B

OpenAl(2024)

$0.26 /1M tokens

128k

Question answering
programming tasks
reasoning tasks

Wide range
Covering many fields

B

Alibaba(2024)

$0.03/1M tokens

32k

Question answering
dialogue generation

Wide range
Covering many fields
Focus on Chinese corpus

09/09/2024
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Training resources — p——
 For Qwen2.5-7B-Instruct pytorch version 2.4.0

> Cloud Computing Platform:Runpod pyth‘;’:}‘[’):’s““ 132'111

» Fine-tuning Platform:LLaMa-Factory Ubuntu 2904

» Training environment configuration:

LT SRR .

o240 ¢ s, webemopan s asenemat g, (@)
30 GE Disk 130 G2 Pod Volume e RN NN NS NN NN NN NSNS NN NN NN EEEEEEEEEEEEEEEEEESEEEEEEEEEEES jz:MemoryUsed o
Volume Path: fworkspace [ IV

1 I CF
® EUR-IS-1 & 4738 Mbps € 8558 Mbps B 4337 MBps

» T0GB disk volume for each check-point step of 16-bit quantized model

$a78jhr |

For GPT-40-mini
» Fine-tuning Platform:OpenAl Platform

Upload datasets to Set fine-tuning Create fine-tuning task
OpenAl Platform hyperparameters via API

University of Stuttgart, IAS 09/09/2024
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Training Data(1/2)

PDF-synthetic dataset )

=)

Knowledge documents of
pharmaceutical production

cal Preparaf]
BPE ==
G oo

wledge point

lated to thij
grounded in

University of Stuttgart, IAS

Question PDF-synthetic dataset ]

Where does the fine-tuning data come from? r

Extraction

—-——>

87 Extracted
question topics

Knowledge-distillation dataset ]

Generate
-—=-> ‘

LLM:GPT-40 PDF-synthetic
dataset:155 QA

pairs

/ \cess manual about the crystallizati“queStion": "What are the Steps inVOIved
K in the ibuprofen production process?"
c Knowledge:The
¢ first reaction step "answer": "The ibuprofen production
1 involved in the . )
.| ibuprofen process involves three main steps: 1.
i .
LPreparation o evilcieereeseereen—————. [*Bramination:;.(..)2..:Coupling™*: (...)3.
i process IS t.he a clear knowledge hierarchy (from h**H d I H~S.1 " :
preparation of 1- ydrolysis™: (...)
T 0 11 € .
isobutylbenzene.
09/09/2024 13
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Question

r

Training Data(2/2)

Where does the fine-tuning data come

PDF-synthetic dataset ]

|

from?

Ve

Knowledge-distillation dataset

%

Extraction

—-——>
4

Knowledge <_:Iocuments <_>f GPT Expert B
pharmaceutical production
discuss about a

knowledge topic

knowledge
items as topic

def generate_reply(context, topic, last_reply, speaker):
if speaker == "GPT-A":

prompt = [
{"role": "system®, "content®: *You are GPT-A, a rigorous and knowledgeable expert in pharmaceutical crystallization process."}
{"role": "user', "content®: f"following is context: \n{contextF\n\nThe topic we want to explore is: {topic}.\nPlease contributs

science and engineering..Do not discuss beyond the document content."}

]

else:
prompt = [
{"role": "system®, "content®: "You are GPT-B, an expert with strong critical thinking ability in pharmaceutical crystallizati
{*role": "user', "content®: f"following is context: \n{context}\n\The topic we want to explore is: {topic}- \nGPT-A just said t

University of Stuttgart, IAS

GPT Expeé A

Dlalogue- -—D

G

|

AR

Knowledge-distillation
dataset:1730 instruction-
output pairs

Knowledge-distillation dataset ]

Output

"GPT A": "Explain the role of bromine in the bromination
reaction during the preparation of 1-bromo-4-
isobutylbenzene."

"GPT B": "This reaction is an electrophilic aromatic
isubstitution where bromine acts as the electrophile. The
light or UV conditions facilitate the formation of bromine
radicals, which attack the electron-rich aromatic ring of
isobutylbenzene.”

he following: \n"{last_reply}*\nPlease respond, question, supplement, or extend

the discussion on the high-guality discussions on technical issues that address pharmaceutical science and engineering..Do not discuss beyond the document content.®}

09/09/2024 14



Training Data

Dataset comparison

“ PDF-synthetic dataset Knowledge-distillation dataset

155 1,730
Sample number trainset(101) Trainset(1,440)
P validation set(30) validation set(180)
testset(25) testset(110)
Dataset size 12,764 172,113
Dataset Format 2SO 2SO
sharegpt sharegpt

University of Stuttgart, IAS 09/09/2024 15



Experiments execution

GPT40-mini with PDF-synthetic dataset

db Metrics
Training loss
Validation loss

Full validation loss

403 !

100

\j iy Wil .
0 v““‘”' fly H\\ o A
%\#W Nl H)W‘ P d(\ M U'NWW'A{“C)%JI I \I\J‘\”“W\hh\ mvl, u ol

01962

10129

11620

GPT40-mini with Knowledge-distillation dataset

db Metrics
Training loss
Validation loss

Full validation loss

358

‘J\ }‘ MWW‘

0.2031

0.2461

12125

Qwen2.5-7B with Knowledge-dlstlllatlon dataset

+ Best performance of 6 experiments:

Exp1:Epoch=1,Batch_size=1,Learning_rate=1.8e-5
Exp2:Epoch=3,Batch_size=1,Learning_rate=1.8e-5
Exp3:Epoch=5,Batch_size=1,Learning_rate=1.8e-5
Exp4:Epoch=3,Batch_size=2,Learning_rate=1.8e-5
Exp5:Epoch=3,Batch_size=4,Learning_rate=1.8e-5

University of Stuf(gs EPA§h =1,Batch_size=1,Learning_rate=1.0e-5

\f xhl

—

W, W\MJ\/\,

203

hyperpar GPT4o0-

ameters mini
+PDF
synthetic
datase
Best performance of 6 expe epoch =
. Exp1:Epoch=1,Batch_¢ Pbatch_size 1
. Exp2:Epoch=3,Batch, 'ea"“"g rat 4 ges

Exp3.Epoch—5,Batch_S|ze—1 ,Learning_rate=1.8e-5
Exp4:Epoch=3,Batch_size=2,Learning_rate=1.8e-5
Exp5:Epoch=3,Batch_size=4,Learning_rate=1.8e-5
Exp6:Epoch=3,Batch_size=1,Learning_rate=1.0e-5

Best performance of 6 experiments:

w010

AR A A A

Exp1:Epoch=1,Batch_size=1,Learning_rate=1.8e-5

Exp2:Epoch=3,Batch_size=1,Learning_rate=1.8e-5

Exp3:Epoch=5,Batch_size=1,Learning_rate=1.8e-5

Exp4:Epoch=3,Batch_size=2,Learning_rate=1.8e-5

Exp5:Epoch=3,Batch_size=4,Learning_rate=1.8e-5

Exp6:Epoch=3,Batch_size=1,Learning_rate=1.0e-5

16

14

12

06

04

0.2

0.0

training loss of saves/qwen2-7b/full/sft

original
—— smoothed

GPT4o-
mini+Kno
wledge-
distillatio
n dataset

09/09/2024
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7B+Knowledg
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Testing and Evaluation

Question answering quality (LLM-as-a-judge)

Task solving (success rate)



"answer before SFT": (...)This process usually involves the

use of a catalyst, such as sulfuric acid, under reflux conditions
= o promote the reaction. The reaction can be conducted by
TeSt & eval u atl o n meth Od ombining ibuprofen with a suitable alcohol (like methanol,
thanol, or isopropanol), leading to the formation of ibuprofen
sters. Post-reaction, purification methods like distillation or

> Q u eStI O n a nswe rl ng q u al Ity chromatography may be employed to isolate the desired ester."

» LLMas a Judge[7] Final score:4
"question": "How are ibuprofen esters prepared?"

"reference answer": "(...)The process involves mixing nickel "answer after SFT": "(...)lbuprofen esters are prepared through a
Chioride hexahydrate, 2,2"-bipyridine, sodium Ch|0.l’ld£:, nickel-catalyzed coupling reaction. 1-bromo-4-isobutylbenzene is
CERCENCED PR T B0 £l _hydrochllorlde .|n » « icoupled with methyl 2-chloropropionate using nickel(0) catalyst,
tetrahydrofuran under Hiff6GEAIGEAOEE. This mixture is then ligands, metal salts, and additives. The reaction occurs in a

. and“ olvent mix of tetrahydrofuran and water under an argon
» and the reaction proceeds a GPT-40 tmosphere at 40°C for 12 hours. This forms ibuprofen acid

L (-er) methyl ester, with by-products including manganese(0) and 1,3-
dioxide."

» Scoring Criteria Final score:8
e | D
Factual Accuracy(0-10) Is the answer correct and consistent with the reference?
Completeness(0-10) Does the answer cover the main points?

Clarity(0-10) Is the answer clear and well-structured?

University of Stuttgart, IAS 09/09/2024 18



Test result by training set

Dataset Improved
performance

training set
question

GPT40-mini PDF_synthetic 5.86-->7.29
+14.3%

Knowledge 5.86-->7.18
distillation +13.2%

Qwen2.5-7B Knowledge 4.40-->6.18
distillation +17.8%

University of Stuttgart, IAS

» Response before SFT

User

What is the solvent used in the preparation of 1-bromo-4-isobutylbenzene?

Assistant
) ) guEEEEEEEEEsEEEEEEEEEE)
In the preparation of 1-bromo-4-isobutylbenzene, a common solvent usgd is acetone or dichloromethane =
B R B  e4smEmEEEEEEmEsmEmnmmnn?
(DCM). These solvents facilitate the bromination reaction by dissolving the reactants and enabling better
interaction between them. Depending on the specific reaction conditions, other solvents such as toluene may

also be used. Always consider the reaction scale and conditions when choosing a solvent.

» Response

User

What is the solvent used in the preparation of 1-bromo-4-isobutylbenzene?

Assistant
The solvent used in the preparation of 1-bromo-4-isobutylbenzenelis carbon tetrachloride.

% Good G Bad

1/20/2016

19



Question

How to test the generalizability of models after SFT?

Generalization

Training generalization:Ask questions on the test set
» Response before SFT

User

how to improve the final yield and purity of ibuprofen?

Dataset Improved pe rfo rmance T:‘:Z‘r‘ove the final yield and purity of ibuprofen, consider the following strategies: v

"IN NN NN NN NN NN NN NN NN EEENNEEEEEEEEEEEEEEE
. Optimize Reaction Conditions: Control temperature, pH, and reaction time carefully. i

. Purification Techniques: Utilize recrystallization or chromatography for better separatio

Use High-Quality Reagents: Ensure raw materials are pure and compatible. "

Workup Efficiency: Improve extraction methods to reduce losses during purification.

training set test set
question question

GPT40_m|n| PDF_Synthet|C 586-->729 525--)596 Implementing these strategies can enhance both yield and purity.

ook W N =

Monitor Reaction Progress: Use analytical techniques (e.g., HPLC) to track purity and yi

sEEEEEEEEEW,

o

. 6. Prevent Side Reactions: Avoid conditions that lead to byproducts.
A NSNS E S S SN SN NN NN NN NN NN NN EEEEEEEEEEEEE

+14.3% +7.1%

» Response

Knowledge 5.86-->7.18 5.25-->7.29
distillation +13.2% +20.4%

User

how to improve the final yield and purity of ibuprofen?

Qwen2.5-7B Knowledge 4.40-->6.18 4.38-->5.58
distillation +17.8% 0% Assistant 0
To enhance the yield and purity fen, ensure precise control of reactiontemperatures (30-4Q°C for c’

bromination and 25-40°C for hydrelysis) and maintain uniform stirring.sAdjust pH (1-2 for ibuprofen
precipitation) to optimally form the product. Thoroughly wash with solvefits (Water? NaHT O Briné) torénidve
impurities and ensure complete methanol solvent removal to prevent side reactions or solvent interference.

Employ careful distillation to obtain pure ibuprofen. These improvements can enhance product quality and
yield by minimizing side reactions and impurities.

Verification: Improved training generalization of fine-tuned models

University of Stuttgart, IAS 1/20/2016 20



Test & evaluation method

Question
|;)w to test the generalizability of models after SFT?

» Language generalization:ask different questions on same topic
» Variants generation

Input Generate £
=| -y Seneralg

original questions GPT-40 Variants

"variant 1": " Which solvent is employed
to prepare 1-bromo-4-isobutylbenzene?"

"original question": "What is the solvent Rephrasing

used in the preparation of 1-bromo-4- - — — - -

isobutylbenzene?" "variant 2": "In the preparation of 1-
bromo-4-isobutylbenzene, what solvent is
utilized?"

University of Stuttgart, IAS 09/09/2024 21



Test result by rephrased question

» Response before SFT -

User

In the preparation of 1-bromo-4-isobutylbenzene, what solvent is utilized?

Dataset Improved performEEEee X 7 *

---------------------
chloroform. These solvents effectively dissolve both the starting materials and reagents, facilitating the

bromination reaction. Alternatively, other polar aprotic solvents like acetone may also be used, depending on
the specific reaction conditions required.

training set | test set
question question rephrased
question

GPT40-mini PDF_synthetic 5.86-->7.29 5.25-->5.96 5.88-->7.16
+14.3% +7.1% +12.8% » Response
Kn.ovyled.ge_ 5.86-->7.18 5.25-->7.29 Seor
distillation +1 32% +204% In the preparation of 1-bromo-4-iscbutylbenzene, what solvept is utilized?
Assistant
QWen2_5-7B Knowledge_ 4.40-->6.18 4.38-->5.58 In the preparation of 1-bromo-4-isobutylbenzenre, carbon tetrachloride is used as the solvent.
distillation +17.8% +12% o1 /0

Verification: Improved language generalization of fine-tuned models

University of Stuttgart, IAS 1/20/2016 22



Question

Test & evaluation method How to test the generalizability of models after SFT?

» Knowledge generalization:ask for task solving

—  Quiz example
Question: In the preparation of 1-bromo-4-isobutylbenzene, if you start with
26.8g (0.2 mol) of isobutylbenzene, how much bromine (Br2) in moles is
required to ensure the correct molar ratio is maintained?

A. 0.100 mol
B. 0.200 mol
C. 0.210 mol
D. 0.105 mol

— Reasoning process

Step 1:
This means that for every mole of isobutylbenzene, 1.05 moles of bromine

are required.

Step 2: You start with 0.2 moles of isobutylbenzene. To find the required moles of °
= ’ bromine, multiply the moles of isobutylbenzene by the ratio: > ’
\[ \text{Required moles of Br}_2 = 0.2\, \text{mol} \times 1.05 = 0.21 \, \text{mol} \]

Step 3: Therefore, 0.210 moles of bromine are required to maintain the correct molar

o . success rate
ratio in the reaction. Thus,

the knowledge is required as an intermediate step
University of Stuttgart, IAS 09/09/2024 23



Test result by task solving » Task solving without prompting

User ¢ 0 & x
please choose the option you think is correct from the following multiple-cheice questions and tell me the
reasoning process.

Dataset I m p roved pe rfo rm a 1] ce Question: In the preparation of 1-bromo-4-isobutylbenzene, if you start with 26.8g (0.2 mol) of
isobutylbenzene, how much bromine (Br2) in moles is required to ensure the correct molar ratio is
maintained?

A, 0100 mel
Task+ B.0.200 mol
. C. 0.210 mol
prompting D. 0105 mol
GPT4o- PDF_synthetic | Success Rate: Success Assistant
mlnl 58/87——>50/87 Rat965/87 To maintain the correct molar ratio in the preparation of 1-bromo-4-iscbutylbenzene, isobutylbenzene (0.2

ol) reacts with bromine. The reaction requires a 1:1 molar ratio. Therefore, to match the 0.2 mol of
&tylbenzene, you need 0.2 mol of bromine.

Knowledge Success Rate: Success Rate:

_— e~
distillation | 58/87-->57/87 70/87 opton SR e ot
» task solving
User
Qwen2.5- Knowledge_ SUCCGSS Rate: SUCCGSS Rate: please choose the option you think is correct from the following multiple-choice questions and tell me the
7B distillation 54/87-->58/87 70/87 reasoning process.Please use the knowledge to solve the problem.The knowledge applied in this question
is:In the preparation reaction of 1-bromo-4-iscbutylbenzene, the molar ratio of isobutylbenzene: bromine =
1:1.05.

Question: In the preparation of 1-bromo-4-isobutylbenzene, if you start with 26.8g (0.2 mol) of
isobutylbenzene, how much bromine (Br2) in moles is required to ensure the correct molar ratio is
maintained?

A. 0100 mol B. 0.200 mol C. 0.210 mol D. 0105 mol

Assistant

Verification: The fine-tuned model + incontextual e _ . _
To ensure the molar ratio of isobutylbenzene to bromine is 1:1.05, we start with 0.2 mol of isobutylbenzene.
learning(prompting) enhances knowledge generalization Oatoulatothe reguirecmelesof bromine:

[
\text{Moles of Br}_2 = 0.2 \text{ mol} \times 1.05 = 0.21 \text{ mol}

1
Thus, the correct choiegTs C. 0.210 mol, tgg the appropriate molar ratio is maintained for the reaction.
University of Stuttgart, IAS 09/09/2024 24
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Orthogonal experiment results

GPT4o0-
mini

Qwen2.5-
7B

BioMedLM[8]

Dataset

PDF_synthetic

Knowledge
distillation

Knowledge
distillation

Clinical cases
generation
with GPT-4

LLLETT LN

Catastrophic forgetting?

Models may forget old knowledge or tasks while
learning a new task.

Improved performance

train set | testset | test with Task+ Task(MMLU)
QA (@) rephrased prompting
QA
5.86-->7.29 5.25-->5.96 5.88-->7.16 Success Rate: Success 56.0-->51.8
+14.3% +7.1% +12.8% 58/87-->50/87 Rate:65/87 -4.2%
5.86-->7.18 5.25-->7.29 5.88-->7.31 Success Rate: Success Rate: 56.0-->55.5
+13.2% +20.4% +14.3% 58/87-->57/87 70/87 -0.5%
4.40-->6.18 4.38-->5.58 3.62-->5.89 Success Rate: Success Rate: 20.3-->23.7
+17.8% +12% +22.7% 54/87-->58/87 70/87 +3.7%
3.13 2.71 3.01 Success Rate: N.A. .

44/87

» Conclusion: The phenomenon of catastrophic forgetting is NOT significant

University of Stuttgart, IAS
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Findings and Outlook

* Achievement:

» SFT successfully experimented:
» 3 fine-tuned Models:
* language generalizationt,
« training generalizationt,

* knowledge generalization-,

» fine-tuning+incotext learning(Prompting):

» knowledge generalization?
» Cost:182€

University of Stuttgart, IAS

09/09/2024

28



Findings and Outlook

* Findings:
» Comparative experiment:knowledge_distillation dataset performs better than PDF synthesis
dataset

» Vertical domain-specific LLM (BioMedLM) does not have sufficient performance in our use case.

» In task solving: incontext learning(prompting) outperforms fine-tuning approach

* Outlooks:
> Better finetune LLM with all data

» Powerful base LLM+incontext learning(prompting)

University of Stuttgart, IAS 09/09/2024 29
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